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“ Traditionally, much of economic research has relied on the assumption of 

“homo oeconomicus" motivated by self-interest and capable of rational 

decision-making. Economics has also been widely considered a non-

experimental science, relying on observation of real-world economies rather 

than controlled laboratory experiments. Nowadays, however, a growing 

body of research is devoted to modifying and testing basic economic 

assumptions; moreover, economic research relies increasingly on data 

collected in the lab rather than in the field. This research has its roots in 

two distinct, but currently converging, areas: the analysis of human 

judgment and decision-making by cognitive psychologists, and the empirical 

testing of predictions from economic theory by experimental economists.”  

Press Release: The Bank of Sweden Prize in Economic Sciences in Memory of 

Alfred Nobel, October 9th 2002 

 

 

“for having integrated insights from psychological research into economic 

science, especially concerning human judgment and decision-making under 

uncertainty” 

The Bank of Sweden Prize in Economic Sciences in Memory of Alfred Nobel 2002, 

awarded to Daniel Kahneman, Princeton University, USA 
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ABSTRACT 

Financial markets exhibit dynamics and behavior which are not completely explainable in 

the traditional neoclassical economic framework based on the assumption of rationally 

acting agents (“Homo Oeconomicus”). Even though there is strong empirical evidence that 

financial markets are highly efficient, the existence of these market “anomalies” is well 

accepted. In the last decades academic studies have revealed dozens of examples of 

repeated patterns of irrationality, inconsistency, and errors in judgment when human 

beings are required to reach decisions while faced with the condition of uncertainty. 

Behavioral finance incorporates this body of knowledge and argues that market anomalies 

can plausibly be understood using novel models in which agents are not fully rational. 

In the first part of the thesis, seminal theoretical and experimental work on 

behavioral finance and market anomalies will be reviewed. Furthermore the underlying 

psychological mechanisms and empirical evidence of robust and systematic effects 

observed in experiments and over a wide area of financial markets data will be 

emphasized. 

The main objective is the simulation of selected empirical effects based on the 

novel methodology of agent-based computational economics, which provides a framework 

to study an economic system in a controlled computational environment. Therefore an 

integrated markets model consisting of a financial market with trading agents and a 

consumer market with cognitively and socially bounded consumer agents will be 

introduced. The markets are coupled via learning production firm agents offering their 

products and shares. The consumer agents are embedded in a social structure based on 

“small-world network” principles. The integrated markets model will serve as a testbed, 

which allows the investigation of market dynamics under conditions which are too 

complex to be addressed analytically. The underlying behavioral, cognitive and social 

mechanisms will be explored. 
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1 Introduction 

Financial markets exhibit dynamics and behavior which are not completely explainable by 

traditional economic concepts. Despite strong evidence that financial markets are highly 

efficient, the existence of these “anomalies” is well accepted. In the last decades academic 

studies have revealed dozens of examples of repeated patterns of irrationality, 

inconsistency, and errors in judgment when human beings are required to reach decisions 

while faced with the condition of uncertainty (see for example Simon, 1955 and 1982; 

Kahneman and Tversky, 1974 and 1979; Statman, 1997; Dörner, 1997; Gigerenzer et al., 

1999; Barberis and Thaler, 2003). 

Behavioral finance argues that these financial phenomena can plausibly be 

understood using models in which agents are not fully rational. On the contrary 

neoclassical economic theory is based on the assumption of rationally acting agents 

(lovingly named “Homo Oeconomicus”). Used in this context rationality usually means 

two things. First, agents are able to update their beliefs correctly following the rules 

described by Bayes’ law (see section 2.2.1.2). Second, agents make choices which are 

consistent with Savage’s notion of Subjective Expected Utility (Savage, 1954). Savage’s 

work has once been described by Fishburn (1970) as “the most brilliant axiomatic theory 

of utility ever developed”, and by Kreps (1988) as “the crowning achievement of single-

person decision theory". Since in reality probabilities are rarely objectively known, Savage 

(1954) developed a counterpart to expected utility theory (von Neumann and Morgenstern, 

1944) known as Subjective Expected Utility. Under certain axioms of Subjective Expected 

Utility , preferences can be represented by the expectation of a utility function weighted by 

an individual’s subjective probability assessment. Nevertheless experimental work in the 

last few decades has been as unkind to Subjective Expected Utility as it was to expected 

utility (see section 2.2.3.4). 

Moreover in traditional economics most models of asset pricing use the rational 

expectations equilibrium framework, which assumes consistent beliefs in addition to 

individual rationality (Sargent, 1993). This means that the subjective distribution an agent 

uses to forecast future realizations of unknown variables equals the distribution that those 

realizations are drawn from. Hence agents’ beliefs are correct if they are able to process 
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new information correctly and if they are able to consider enough information in their 

decision-making process to find out the correct distribution for the unknown variables they 

are interested in. These traditional economic assumptions are appealingly simple, but after 

decades of research, it has become clear that basic facts about the aggregate stock market, 

the cross-section of average returns and individual trading behavior are not easily 

understood within this framework (Barberis and Thaler, 2003). 

As an early critic on economic agents with unlimited information processing 

capabilities Herbert Simon (1955 and 1982) suggested the term “bounded rationality” to 

describe a more realistic approach to cover human problem solving competence. It has 

long been recognized that a source of judgment and decision biases is that cognitive 

resources such as time, memory, and attention are limited. Since human information 

processing capacity is not infinite, there is a need for imperfect decision making 

procedures, or heuristics that arrive at reasonably good decisions cheaply (see for example 

Simon, 1955; Tversky and Kahneman, 1974). The necessary abbreviation of decision 

processes can be called heuristic simplification (Daniel, Hirshleifer, and Teoh, 2002; see 

section 2.2.1). Indeed, the complexity of human behavior suggests that a choice model 

should explicitly capture uncertainty factors. Real economic agents are restricted at least in 

their cognitive (for example knowledge) and computational abilities (Mullainathan and 

Thaler, 2000). 

Behavioral Finance is a “new” approach to financial markets. To overcome the 

difficulties faced by the traditional paradigm, behavioral finance argues that some financial 

phenomena can be better understood using models in which (some) agents are not fully 

rational. More specifically, it analyzes what happens when the assumptions that underlie 

individual rationality are relaxed. For example, if agents fail to update their beliefs 

correctly or agents apply Bayes’ law properly but make choices that are normatively 

questionable since they are incompatible with Subjective Expected Utility (Barberis and 

Thaler, 2003). 

In the first part of the thesis, seminal theoretical and experimental work on 

behavioral finance and market anomalies will be reviewed. Furthermore the underlying 

psychological mechanisms and empirical evidence of robust and systematic effects 

observed in experiments and over a wide area of financial markets data will be 

emphasized. 
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The main objective is the simulation of selected empirical effects based on the 

novel methodology of agent-based computational economics, which provides a framework 

to study an economic system in a controlled computational environment. Therefore an 

integrated markets model consisting of a financial market with trading agents and a 

consumer market with cognitively and socially bounded consumer agents will be 

introduced. The markets are coupled via learning production firm agents offering their 

products and shares. The consumer agents are embedded in a social structure based on 

“small-world network” principles. The integrated markets model will serve as a testbed, 

which allows the investigation of market dynamics under conditions which are too 

complex to be addressed analytically. The underlying behavioral, cognitive and social 

mechanisms will be explored. 
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2 Behavioral Finance 

Behavioral finance is a “new” approach to finance, where financial markets are 

investigated using models that are less restricted than those based on Von Neumann-

Morgenstern (1944) expected utility theory and (no-)arbitrage assumptions1. Specifically, 

behavioral finance has two main building blocks: 

•  limits to arbitrage and 

•  cognitive psychology or psychology of decision making. 

Limits to arbitrage refers to the effectiveness of arbitrage forces under different conditions. 

Cognitive biases refers to the huge psychological evidence documenting that people make 

systematic errors in the way they come to decisions under the condition of uncertainty. For 

example, they can be overconfident, they may put too much weight on recent experience, 

etc. Behavioral finance incorporates this body of knowledge rather than taking the 

approach that it should be ignored (Ritter, 2003). 

Over the last decades, prominent researchers in both economics and psychology 

have criticized the view of neoclassical economics as psychologically unrealistic and 

proposed alternative assumptions. The underlying idea of this research is compelling in its 

simplicity: the more realistic the assumptions about economic actors, the better the 

economics. Thus economists should aim at making assumptions of humans as 

psychologically realistic as possible. The idea that economists should incorporate 

behavioral evidence from psychology that indicate systematic and important departures 

from the discipline’s habitual assumptions is so fundamental and manifest for economics 

that it will have long-term influence. Maybe a good analogy is the introduction of game 

theory in economics. While game theory is now a required core topic of every major U.S. 

Economics Department, it was said in 1985 by more than one respected and thoughtful 

economist that it will be a passing fad. Like game theory, psychological economics clearly 

expands the range of phenomena which economists can successfully study, and does so in 

                                                 
1 Strictly defined, an arbitrage is an investment strategy that offers riskless profits at no cost (Barberis and 

Thaler, 2003). 
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what clearly is the spirit of economics. Like game theory, it is based not on a proposed 

paradigm shift in the basic approach of economics, but rather represents a natural 

broadening of the field. And finally, like game theory, behavioral finance is intended to be 

absorbed by economics, not to exist as an alternative approach (Rabin, 2002a). 

Up to now one of the biggest successes of behavioral finance is a series of 

theoretical publications showing that in an economy, which includes interacting rational 

and irrational traders, irrationality can have a substantial and long-liv ing impact on prices. 

One reason is that there are some psychological biases which virtually no one can escape. 

A second reason is that when traders are risk averse, prices reflect a weighted average of 

beliefs. Just as rational investors trade to arbitrage away mispricing, irrational investors 

trade to arbitrage away rational pricing. The presumption that rational beliefs will be 

victorious is based on the premise that wealth must flow from foolish to wise investors. But 

if investors are foolishly aggressive in their trading, they may earn higher rewards for 

bearing more risk (see for example DeLong et al., 1990b and 1991) or for exploiting 

information signals more aggressively (Hirshleifer and Luo, 2001). Thus irrational traders 

may gain from intimidating competing informed traders (Kyle and Wang, 1997). Indeed, 

one would expect wealth to flow from smart to dumb traders exactly when mispricing 

becomes more severe (Shleifer and Vishny, 1997; Xiong, 2000), which could contribute to 

self-feeding bubbles. 

This stands in contrast to the neoclassical view that even if some agents in the 

economy are less than fully rational, rational agents will prevent them from influencing 

security prices for very long, through a process called arbitrage. The literature on “limits to 

arbitrage” (see for example Shleifer and Vishny, 1997), which overcomes this classic 

notion, forms one of the two buildings blocks of behavioral finance and will be reviewed in 

the next section. To specify the form of agents’ irrationality behavioral economists 

typically turn to the extensive experimental evidence compiled by cognitive psychologists. 

Psychological research has discovered countless biases that arise when people form beliefs, 

and on people’s preferences, or on how they make decisions, given their beliefs. Thus 

psychology represents the second building block of behavioral finance, which is reviewed 

in chapter 2.2 (Shleifer and Summers, 1990; Barberis and Thaler, 2003). 
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2.1 Limits to Arbitrage 

Two economists are walking down the street and one spots a $100 bill lying on the 

ground. He turns to the other economist and says, “Look, a $100 bill!” The 

other economist looks at him in disbelief and answers, “If it were real, 

someone would have already picked it up.” 

(Bodie, Kane, and Marcus, 2002) 

Limits to arbitrage refers to the conditions when arbitrage forces will be effective and 

when they will be not effective. Practitioners are familiar with the fact that misvaluations 

of financial assets are common, but nonetheless it is not easy to reliably make abnormal 

profits from these misvaluations. This is because misvaluations are mainly of two types: 

those that are recurrent and arbitrageable, and those that are non-repeating with a rather 

long-term time horizon. Trading strategies can reliably make money for the recurrent 

misvaluations. For example some hedge funds trade on these mispricings, thus keeping 

them from getting too big. Hence the market is pretty efficient for these assets. For the 

long-term, non-repeating mispricings, it is hard to identify the peaks and floors until they 

have passed. Even worse, if limited partners or other investors are supplying funds, 

withdrawals of capital after a losing streak may actually result in trading pressure that 

exacerbates the inefficiency. As Shleifer and Vishny (1997) state, the efforts of 

arbitrageurs to make money will make some markets more efficient, but they will not have 

any effect on other markets (Shleifer and Vishny, 1997; Ritter, 2003). 
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2.1.1 Market Efficiency 

“ If rational speculation makes markets efficient, then because the market is 

efficient, no profits can be made and all the rational speculators should leave, thus 

causing the market to revert to an inefficient state.”  

Milton Friedman 

The traditional framework states that agents are rational and there are no market frictions. 

Thus a security’s price equals its “fundamental value” which equals the discounted sum of 

expected future cash flows. This holds under the assumptions that investors correctly 

process all available information when forming expectations and that the discount rate is 

consistent with a normatively acceptable preference specification. The hypothesis that 

actual prices reflect fundamental values is known as the Efficient Markets Hypothesis 

(Barberis and Thaler, 2003). 

The Efficient Markets Hypothesis represents a main building block of modern 

finance. It states that competition between investors seeking abnormal profits drives prices 

to their “correct” value. Under this hypothesis “prices are right” since they are set by 

agents who understand Bayes’ law and have rational preferences. In an efficient market, 

there is “no free lunch”. There does not exist an investment strategy that can earn excess 

risk-adjusted average returns. The Efficient Markets Hypothesis does not assume that all 

investors are rational, but it does assume that markets are rational. Furthermore it does not 

assume that markets can anticipate the future, but the hypothesis does assume that markets 

make unbiased forecasts of the future. In contrast to this traditional framework, behavioral 

finance comes to the conclusion that, under some circumstances, financial markets are 

informationally inefficient (Shleifer, 2000; Barberis and Thaler, 2003; Ritter, 2003). 

 

2.1.2 Free Lunch or Wrong Prices? 

One hypothesis of behavioral finance is that asset price deviations from their fundamental 

values are induced by the presence of traders who are not fully rational. The neoclassical 

economic approach assumes that rational traders are able and willing to quickly undo any 
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dislocations caused by irrational traders (Friedman, 1953). For example let us assume that 

the market value of a share of VW equals its fundamental value. If a group of irrational 

traders becomes extremely pessimistic about VW’s future prospects, they are able to push 

the price by selling. In such a case the Efficient Markets Hypothesis states that rational 

traders, anticipating an attractive investment opportunity, will buy the security at its 

undervalued price and at the same time, hedge their bet by shorting a “substitute”  security, 

for example BMW, which exhibits similar cash flows in future states of the world. The 

resulting buying pressure on VW shares will finally bring their price back to the 

fundamental value. 

Although Friedman’s argument seems to be compelling at first sight, it has not 

survived careful theoretical examination. It is based on two assumptions. First, if there is a 

deviation from the fundamental value an attractive investment opportunity is created. 

Second, rational traders will immediately take advantage of the opportunity, thereby 

correcting this mispricing. Behavioral finance goes along with the second step in this 

argument: when attractive investment opportunities are discovered, it seems hard to believe 

that they are not quickly exploited. Nonetheless behavioral finance challenges the first 

step. Even when an asset is extremely mispriced, strategies designed to correct the 

mispricing can be both risky and costly, making them unattractive. As a result, the 

mispricing can remain. Strictly defined, an arbitrage is an investment strategy that offers 

riskless profits at no cost. Behavioral finance questions the belief that a mispriced asset 

immediately creates an opportunity for riskless profits. The strategies that Friedman’s 

rational traders would adopt are not necessarily arbitrages, instead they often are very 

risky. 

A consequence of this argumentation is that “prices are right” and “there is no free 

lunch” are not necessarily equivalent statements. In an efficient market, as described by the 

Efficient Markets Hypothesis, both statements are true. In an inefficient market, although 

there may be wrong prices there must not necessarily be a “free lunch” for any market 

participants. Thus if prices do differ from fundamental value, that does not mean that there 

are any excess risk-adjusted average returns even for the smartest investors (Barberis and 

Thaler, 2003). 

Nevertheless many researchers still interpret the inability of professional money 

managers to beat the market as strong evidence of market efficiency (see for example 
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Rubinstein, 2001; Ross, 2001). Underlying this argument is the assumption that “no free 

lunch” implies “prices are right.” But if this condition is violated, the performance of 

money managers tells us little about whether prices reflect fundamental value or not. 

 

2.1.3 The Risky Lunch 

Trading strategies that are designed to correct existing mispricings can be both risky and 

costly. Thus the mispricings most likely will survive in the market. Some of the risks and 

costs that have been identified will be discussed in this section (according to Barberis and 

Thaler, 2003). 

 

2.1.3.1 Fundamental Risk 

For example let us again assume that the market value of a share of VW equals its 

fundamental value. If a group of irrational traders becomes extremely pessimistic about 

VW’s future prospects, they are able to push the price down by selling. A rational trader, 

anticipating an attractive investment opportunity, will buy the security at its undervalued 

price. 

One obvious risk the arbitrageur faces if he buys VW’s stock below its fundamental 

value is that new announced bad news about VW can cause the stock to fall further, 

leading to losses. Arbitrageurs are well aware of this risk, since they usually short a 

substitute security such as BMW at the same time that they buy VW. The problem with 

substitute securities is that they are often highly imperfect, which makes it impossible to 

remove all the fundamental risk. Shorting BMW protects the arbitrageur from adverse 

news about the car industry as a whole, but still leaves him exposed to news that are 

specific to VW. Another problem that can occur even if a substitute security exists, is that 

the substitute itself may be mispriced. This can happen for example in situations where a 

whole industry is mispriced. 
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2.1.3.2 Noise Trader Risk 

Noise trader risk is the risk that the mispricing being exploited by the arbitrageur worsens 

in the short run (De Long, Shleifer, Summers and Waldmann, 1990a; Shleifer and Vishny, 

1997). For example under the assumption that BMW is a perfect substitute security for 

VW, the arbitrageur still faces the risk that pessimistic investors, who caused VW to be 

undervalued, become even more pessimistic, pushing VW’s price even further. 

Noise trader risk is important because it can drive arbitrageurs to liquidate their 

positions too early, bringing them potentially exorbitant losses. Shleifer and Vishny (1997) 

point out that there is “a separation of brains and capital” since most real-world 

arbitrageurs (for example professional portfolio managers) are not dealing with their own 

money, rather managing money for other people. This agency problem can have important 

implications. Investors usually evaluate portfolio managers based on their returns. If a 

mispricing that the manager is trying to exploit worsens in the short run, he is generating 

negative returns and investors may decide to withdraw their funds. Thus the arbitrageur 

will be forced to liquidate his position too early. Furthermore the fear of such premature 

liquidation can make him less aggressive in trying to exploit the mispricing. 

 

2.1.3.3 Implementation Costs 

Another barrier which may keep arbitrageurs from exploiting mispricings are transaction 

costs such as commissions, bid-ask spreads, and price impacts (see for example Chen, 

Stanzl, and Watanabe, 2001). 

Short-sale constraints like the fee charged for borrowing a stock are rather small in 

general. For most stocks, they range between 10 and 15 basis points (D’Avolio, 2002) but 

they can be much larger and in some cases arbitrageurs are not able to find shares to 

borrow at any price. Furthermore there may be legal constraints. A large fraction of money 

managers, for example many pension fund and mutual fund managers, are simply not 

allowed to short-sell. 

Another kind of implementation costs, horizon risk, is the risk that a mispricing 

takes so long to close that any profits are vanished due to accumulated transaction costs of 

the holding periods (for example lending fees). This applies even when the money manager 
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is confident that no outside party can force him to liquidate too early. “Synchronization 

risk” is a specific type of horizon risk introduced by Abreu and Brunnermeier (2002). For 

example assume that the exploitation of a mispricing requires the participation of a 

sufficiently large number of different arbitrageurs. In that case and in the presence of per-

period transaction costs, arbitrageurs may be unwilling to take advantage of the mispricing 

because they don’t know how many other arbitrageurs have heard about the opportunity. 

Thus they are unsure about how long they will have to wait before prices revert to the 

correct fundamental values. 

Finding and learning about a mispricing may count as an additional type of 

implementation costs, as well as the costs of the resources needed to exploit it (Merton, 

1987). In economics it was thought for a long time that if noise traders are able to influence 

stock prices to any substantial degree, their actions would quickly be reflected in the form 

of predictability in returns. Shiller (1984) and Summers (1986) demonstrate that this 

argument is completely misleading. Moreover Shiller (1984) calls it “one of the most 

remarkable errors in the history of economic thought”. They are able to show that even if 

noise traders’ demand becomes so strong as to cause a large and persistent mispricing, it 

may create so little predictability in returns, that the anomaly still is almost undetectable. 

 

2.1.3.4 Conditions of Risky Arbitrage 

So far strong arguments were presented that real world arbitrage involves both costs and 

risks, which under some conditions will limit arbitrage and allow deviations from 

fundamental value to persist. To look at these conditions in more detail it is useful to 

consider two cases: 

•  the mispriced security does not have a close substitute 

•  the mispriced security does have a close substitute. 

In the first case when the mispriced security does not have a close substitute the arbitrageur 

is exposed to fundamental risk. Thus arbitrage is limited due to the facts that 

•  arbitrageurs are risk averse, which ensures that the mispricing will not be wiped out 

by a single arbitrageur taking a large position in the mispriced security, and that 
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•  the fundamental risk is systematic since it cannot be diversified by taking many 

such positions. This ensures that the mispricing will not be wiped out by a large 

number of investors each adding a small position in the mispriced security to their 

current assets. 

The additional presence of noise trader risk or implementation costs will limit arbitrage 

further. 

In the second case, although a perfect substitute does exist, arbitrage can still be 

limited. The existence of a close substitute relieves the arbitrageur from fundamental risk. 

Under the assumption that there are no implementation costs then only noise trader risk 

remains. De Long et al. (1990a) show that noise trader risk can be influential enough to 

limit arbitrage, when arbitrageurs are risk averse, have short horizons, and noise trader risk 

is systematic. Shleifer and Vishny (1997) argue that the possibility of an early, forced 

liquidation implies that many real world arbitrageurs effectively have short term horizons. 

In the presence of implementation costs it may not even be necessary that noise 

trader risk is systematic. It is sufficient that discovering a mispricing is costly or the 

resources required to exploit it are expensive. Thus a large number of arbitrageurs or 

investors will  not get involved in an attempt to correct the mispricing. 

 

2.1.3.5 The Trend is Your Friend 

Real-world arbitrageurs may prefer to trade in the same direction as noise traders rather 

than against them. De Long et al. (1990b) introduce an economy model with positive 

feedback traders, who only buy more of an asset at the current period if it performed well 

the last period. Thus this type of noise traders will push an asset’s price above the correct 

fundamental value. Smart arbitrageurs will  not sell or short-sell the asset. They rather buy 

it, since they know that the earlier price rise will attract more feedback traders in the next 

period. This leads to even higher prices and the smart arbitrageurs can exit their trading 

strategy with a profit. 

 

So far it seems not to be easy for arbitrageurs like hedge funds to exploit market 

inefficiencies, since this may involve risks and costs. In the next section supporting 
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empirical evidence for the theoretical arguments that real world arbitrage can be limited 

will be described. 

 

2.1.4 Empirical Evidence 

As lined out in the theoretical arguments, it is reasonable to state that arbitrage may be 

limited or ineffective since it involves additional costs and risks. Any empirical example of 

persistent mispricings also represents undoubtful evidence of limited arbitrage. If arbitrage 

mechanisms would be effective the mispricing would rapidly disappear. Furthermore it 

seems not to be easy to interpret many pricing phenomena simply as deviation from 

fundamental value since the latter requires a proper discounting model of future cash 

flows. This is what Fama (1970) named the “joint hypothesis problem”. Fama states that 

any test of a mispricing is therefore inevitably a joint test of the mispricing and of the 

model of discount rates, which makes it difficult to provide definitive evidence of the 

market inefficiency. Despite these problems researchers have discovered certain market 

anomalies, which represent persistent mispricings. These examples demonstrate the 

limitation of arbitrage due to the involved risks and costs (according to Shleifer, 2000; 

Barberis and Thaler, 2003; Ritter, 2003). 

 

2.1.4.1 Twin Shares 

In 1907, Royal Dutch of the Netherlands and Shell of the UK, at the time completely 

independent companies, agreed to merge their interests on a 60:40 basis while remaining 

separate entities. They also decided to pay dividends on the same basis. Thus shares of 

Royal Dutch (primarily traded in the USA and in the Netherlands) are a claim to 60 percent 

of the total cash flow of the two companies, while Shell (primarily traded in the UK) is a 

claim to the remaining 40 percent. If stock prices are equal to their fundamental values, the 

market value of Royal Dutch equity should thus always be 1.5 times the market 

capitalization of Shell equity. Figure 1 presents evidence that this is barely the case. Froot 

and Dabora (1999) analyzed the case and calculated a ratio of Royal Dutch equity value to 

Shell equity value relative to the efficient markets benchmark of 1.5 as shown in figure 1. 



Behavioral Finance and Agent-Based Computational Economics 14 

Thus they can provide strong evidence of a persistent market inefficiency. For example, 

The Financial Times Germany from the 25th of June 2004 states, besides reporting a recent 

balance scandal of Shell, possible reason for the persistent mispricing of the two 

companies; namely the different tax and stock corporation law in the Netherlands and the 

UK. Furthermore Froot and Dabora’s (1999) analysis revealed that the deviations are 

rather large. Royal Dutch is sometimes underpriced by 35 percent relative to parity, while 

sometimes overpriced up to 15 percent. 

 

 

Figure 1: Deviations from Royal Dutch/Shell parity from January 1980 to December 2001, as 

computed by Froot and Dabora (1999) and updated by Ken Froot (from Ritter, 2003). The y-axis 

shows the price ratio of Royal Dutch equity value to Shell equity value relative to the theoretical 

efficient markets benchmark of 1.5. 

 

The time series data in figure 1 ends in December 2001, with a price ratio close to the 

fundamental value of the underlying stocks. Despite that nice picture in July 2002 Standard 

and Poor’s announced that Royal Dutch would be dropped from the S&P 500 index 

because they were deleting non-American companies. Standard and Poor’s 500 is one of 

the most commonly used benchmarks of the overall stock market. It is a market-value 

weighted index, with each stock's weight in the index proportionate to its market value. 
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Furthermore it is an index consisting of 500 stocks chosen for market size, liquidity, and 

industry group representation. Royal Dutch dropped by 17 percent in the week of the S&P 

500 index deletion announcement, although there was no evidence that the present value of 

dividends changed. 

This mispricing is at the same time evidence of limited arbitrage. If an arbitrageur 

wanted to take advantage of this phenomenon he would buy the relatively undervalued 

share and short the other. Which risks is the arbitrageur implicitly bearing when applying 

this rather simple strategy? Given that a Royal Dutch share is a good substitute for the 

shares of Shell, fundamental risk is satisfactorily hedged. New information about 

fundamentals is supposed to affect the two shares equally. Since the shares are listed and 

traded in liquid and deep markets there are no major implementation costs. Thus shorting 

the shares of either company implies no additional risks. 

The main risk that resides is noise trader risk. The opinion of market participants 

which cause Royal Dutch shares to be undervalued (overvalued) relative to Shell shares 

could also have the effect that the shares of Royal Dutch become even more undervalued 

(overvalued) in the short term. Figure 1 shows that this risk is very real. An arbitrageur 

who bought a ten percent undervalued Royal Dutch share in March 1983 would have 

observed that the stock price declined still further over the next six months. When a 

mispriced asset has a (nearly) perfect substitute, arbitrage can still be limited if 

•  arbitrageurs are risk averse and have short time horizons 

•  the noise trader risk is systematic or the arbitrage requires special skills or there are 

costs to learn about such opportunities. 

It seems to be very plausible that for the Royal Dutch/Shell twin shares both arguments 

were true. Furthermore this provides a possible explanation why the mispricing persisted 

for so long. While prices in this case are obviously not right there are no easy profits for 

the taking or in other words there is no “free lunch”. 

How well does this prediction work in practice? Several hedge funds, like Long-

Term Capital Management, did try to exploit this anomaly with the mentioned arbitrage 

strategy. Finance theory has the clear prediction that whenever the Royal Dutch/Shell stock 

prices are not in a 60:40 ratio, there is an arbitrage profit opportunity. For the last 22 years, 

from 1980 to 2001, figure 1 demonstrates that there have been huge deviations from the 

theoretical relation. Furthermore both are large and trackable companies. Until July 2002 
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Royal Dutch was listed in the S&P 500 and Shell is listed in the FTSE 100 index. FTSE is 

a company that specializes in index calculation. Although not part of a stock exchange, co-

owners include the London Stock Exchange and the Financial Times. The FTSE is similar 

to Standard and Poor’s in the United States. They are best known for the FTSE 100, an 

index of blue chip stocks on the London Stock Exchange. 

The before mentioned giant hedge fund, Long Term Capital Management (LTCM), 

was founded in 1993 by John Meriwether, former head of fixed income trading at Salomon 

Brothers. Even when forced to leave Salomon in 1991, in the wake of the firm’s treasury 

auction rigging scandal, Meriwether continued to command huge loyalty from his former 

team of highly analytical relative-value fixed income traders. Teamed up with a handful of 

these traders, two Nobel laureates, Robert Merton and Myron Scholes, and former 

regulator David Mullins, Meriwether and LTCM had more credibility than the average 

broker or dealer on Wall Street (Shirreff, 1999). The fund was amazingly successful in the 

first few years and traded also on the Royal Dutch/Shell mispricing. In 1998, LTCM 

shorted the expensive stock and bought the cheaper one. But they lost money when prices 

diverged further from their theoretical values during the third quarter of 1998. To meet 

liquidity needs, LTCM and other hedge funds were forced to sell out their positions, and 

this selling pressure made markets more inefficient, rather than more efficient. So the 

forces of arbitrage failed. Moreover they had one bad quarter in which they lost four billion 

US dollars, wiping out their whole equity capital which forced the firm to file for chapter 

11. Nevertheless they were right in the long run. LTCM mainly traded in fixed income and 

derivative markets. But one of the ways that they lost money was on the Royal Dutch/Shell 

equity arbitrage trade. 

 

2.1.4.2 Index Changes 

The Standard and Poor’s 500 index is a portfolio of five hundred stocks representative for 

the leading industries of the U.S. economy. It is known from historical data that the S&P 

500 is a good proxy for the U.S. market development and therefore commonly used as a 

benchmark for money managers. Furthermore it is considered as an investable index since 

individuals or institutions can easily invest their capital in the stocks of the index. From the 

current total market value of twelve trillion US$, approximately one trillion is indexed 
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directly or indirectly to the S&P 500. Thus changes to this index are widely recognized. 

Not all of the companies in the S&P 500 are large. In 2002 only 340 firms in the index 

were also in the top 500 measured by market capitalization. The median of the market 

value of S&P 500 companies is approximately US$ 8 billion (Singal, 2004). 

The S&P 500 index modifications are always initiated by deletions of companies 

due to major restructurings, like a merger, spin-off or bankruptcy. Since the S&P 500 

contains no non-US companies a deletion can also happen if a company which is already 

member of the S&P 500 is acquired by a foreign corporation. Then it is replaced by 

another firm. Furthermore companies may be deleted by Standard and Poor’s if they no 

longer represent the economy. This can happen either if their industry is no longer 

representative of the U.S. economy or because the firm is no longer representative of the 

industry. Usually the number of companies in the S&P 500 index is maintained at five 

hundred. Thus additions to the index are typically announced at the same time as deletions. 

There are four general criteria developed by Standard and Poor’s serving as prerequisite 

for a company to be selected as an index inclusion candidate (according to Singal, 2004): 

•  The firm must have sufficient liquidity. 

•  The form of ownership must not be concentrated in a single or few entities. 

•  The company must be profitable. 

•  The firm must be a leader in an important U.S. industry. 

There is no explicit market capitalization mentioned as threshold for a firm to be added. In 

2002 the market capitalization of added firms was at least US$ four billion. Since many 

firms meet the criteria mentioned Standard and Poor’s can make changes to the index 

subjectively. Nevertheless big investment banks and other market observers regularly try to 

predict the expected changes to the index more or less successfully. For example at the end 

of February 2002 Lehman Brothers identified nineteen companies as candidates for index 

addition and ten for deletion. Six months later exactly four of the nineteen firms had been 

added and two of the ten firms had been deleted. Since the prediction of the index changes 

is difficult the focus here is on market effects after the announcement of changes by 

Standard and Poor’s. Usually changes to the S&P 500 index are announced after the 

market closes, while they take place at the close of the announced date. The time lag 

between the announcement and the effective date varies from one day to one month with 
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infrequent lags of up to three months. Typically the effective date is declared at the initial 

announcement, sometimes a few days after. 

There are substantial reasons for a company to be affected and why a change to the 

S&P 500 index is a significant event (according to Singal, 2004): 

•  An addition to the index indicates an additional demand for the stock of 

approximately 1/12 or ~8 percent of the outstanding shares since the value of assets 

that track the S&P 500 index is about US$ 1 trillion, while the total market value of 

all U.S. stocks is about US$ 12 trillion. 

•  Publicity stimulated by the addition will cause more investors to learn more about 

the company and eventually inspire them to trade. 

•  More analysts will follow the newly added firm because of the increased interest of 

investors. 

•  There will be increased trading in the firm, making its stock more liquid. 

The effect of index changes on the stock price can be best described by viewing different 

historical periods. Until August 1976 stock indexing was not considered important or 

popular and no public announcements were made. Therefore nothing abnormal happened 

to the stock price either on the first trading day after an announcement or after that. In 

September 1976 Standard and Poor’s began to officially announce index changes to 

interested investors, the media, and particularly mutual fund managers. In this period 

changes were announced after market close on Wednesdays, while the change to the index 

became effective the next morning after opening. Because index fund managers try to 

minimize the tracking error, which equals the difference between the return of the fund and 

the return of the index, of their funds they must buy the stock at the time of its addition to 

the index. During this second period (1976 to 1989) the stock price went up abnormally 

immediately after the announcement. Harris and Gurel (1986) and Shleifer (1986) 

document this remarkable market anomaly in their early studies. When a stock is added to 

the S&P 500 index its price increases dramatically by an average of 3.5 percent and much 

of this jump is permanent. Moreover the stock’s price behavior tracks the S&P 500 index’s 

return for the next three calendar months. In general for the first two periods there is no 

empirical evidence that deletions of stocks from the S&P 500 index have an impact on 

price. 
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Since the market for index funds grew impressively the buy orders from these funds 

at the opening of the market increased order imbalances and volatility. In October 1989 

Standard and Poor’s started to preannounce the intended S&P 500 index changes to help 

prevent order imbalances. For this period, from 1989 to 2000, index additions showed big 

abnormal effects. In general the excess return following the announcement date was 5.3 

percent on average. Furthermore the return increased to 8.4 percent on the effective date, 

falling back to the announcement date return about twenty trading days later. A remarkable 

example was the addition of Yahoo to the index since its shares jumped by 24 percent in a 

single day. This again was clear evidence of a mispricing. The share price changed even 

though its fundamental value did not. Standard and Poor’s pointed out that they basically 

tried to make their index representative of the U.S. economy and not to suggest any 

information about the state or riskiness of a company’s future cash flows (Barberis and 

Thaler, 2003). 

In the period from 1989 to 2000 deleted companies decreased by 5.4 percent in 

their stock price on the day of the announcement. Then they fell another 4.9 percent by the 

effective date resulting in a total loss of 10.3 percent. Followed by a rebound back to a net 

loss of 3.3 percent in the next twenty days they finally gained another 2.6 percent sixty 

days after the effective date of the index deletion. Thus the net effect on stock price of 

deletions is almost zero on average. Figure 2 shows an example. 
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Figure 2: Changes to the S&P 500 Index: the cumulative return from the day of the index change 

announcement to the effective date and until twenty days after the effective date is shown for 

additions and deletions from the S&P 500 index during 2001 (from Singal, 2004). 

 

Some researchers argue that the price increase might be rationally explained through 

information or liquidity effects. Nevertheless recent research like Kaul, Mehrotra and 

Morck (2000) substantiate the notion of a market anomaly due to irrational mispricings. 

They document the case of the TS300 Canadian equities index which in 1996 adjusted the 

weights of some of its stocks to meet a mild regulatory requirement. Despite that harmless 

adjustment the reweighing was accompanied by significant price effects. Information and 

liquidity explanations for the price jumps are extremely implausible in this case since the 

affected stocks were already in the index at the time of the event. 

The effect of index inclusions as deviation from fundamental value represents 

evidence of limited arbitrage. Thus there are risks involved when an arbitrageur tries to 

exploit the anomaly and so the mispricing tends to persist. Arbitrageurs would short the 

included security and take a long position on a good substitute security. There is 

substantial fundamental risk involved because individual stocks rarely have good 

substitutes. Furthermore an investor who trades with this strategy bears significant noise 

trader risk. Thus the price may increase even further in the short run. For example Yahoo’s 

share price took off from US$ 115 prior to its S&P 500 index inclusion announcement to 

US$ 210 just one month later. Additional support for the limited arbitrage notion of S&P 
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500 index inclusions is provided by Wurgler and Zhuravskaya (2002). They state that the 

jump after a stock’s index inclusion should be particularly large for stocks with the worst 

substitute securities since for those stocks the arbitrage would be riskiest. To prove their 

hypothesis they construct the best possible substitute portfolio for each included stock. 

Their results reveal strong support for their hypothesis. Furthermore their analysis shows 

how hard it is to discover a good substitute security for an individual stock. Moreover 

Wurgler et al. (2000) demonstrate that for most regressions of included stock returns on the 

returns of their best substitute securities the regression parameter goodness of fit (R²) is 

below 25 percent. 

But there is also evidence that does not support the imperfect-substitutes 

explanation. First there is no relation between the level of indexing and the price impact for 

the post 1976 periods. If the hypothesis of imperfect substitutes holds then the greater the 

demand shock the greater the price impact should be. There is no empirical evidence for 

that to happen. Second the imperfect-substitutes explanation should affect both index 

additions and deletions. But firms deleted from the S&P 500 index do not have a 

permanent price impact. Thus this explanation does not seem to be the only answer 

(Singal, 2004). 

Investor awareness or investor recognition of a company through S&P 500 index 

addition can improve its access to capital markets and its operating performance due to 

increased monitoring by investors. Thus the additional capital and the improved efficiency 

will allow the company to grow at a higher rate than that prior to the inclusion in the index. 

For index deletions investors are not able to become “unaware” of the stock. But they may 

reduce their holdings. Thus the investor recognition hypothesis supports an asymmetric 

effect since additions have a positive price impact and deletions have a muted impact on 

prices. Empirical evidence is consistent with this prediction. Furthermore investor 

recognition can explain that there was no price impact on stocks added or deleted to the 

S&P 500 index before 1976. Since there were no public announcements of index changes 

investors could not become aware of the stock and therefore there was no price impact. 

The same effect happens on prominently featured stocks in the media. They tend to 

become more widely held which results in an increase of the stock price. Thus investor 

recognition is an important factor for security pricing. However, it is popularly believed 

that the explanation of imperfect substitutes is the more appropriate one. But the investor 
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recognition hypothesis is the one most consistent with the empirical evidence (Singal, 

2004). 

 

2.1.4.3 Initial Public Offerings 

“Santa Clara, Calif. — March 2, 2000 — 3Com Corporation (Nasdaq: COMS). 

Following today's successful initial public offering of stock in Palm, Inc., 3Com 

reconfirmed its intention to complete a spin-off of the remaining shares of Palm 

owned by 3Com in approximately six months. 3Com owns approximately 532 

million shares, or approximately 95%, of Palm. There are currently approximately 

349 million shares of 3Com common stock outstanding. Final approval of such 

distribution will be made by 3Com's board of directors based on the number of 

shares outstanding of each company at the time of the distribution. However, if 

such ratio were to be calculated based on today's outstanding shares, 3Com 

shareholders holding 3Com stock as of the distribution date would be eligible to 

receive approximately 1.5 shares of Palm for each share of 3Com. The Palm initial 

public offering will close on Tuesday, March 7.” 

3Com press release, March 2nd, 2000 

 

On March the 2nd, 2000, 3Com Corporation successfully sold five percent of its entirely 

owned subsidiary Palm Inc. in an initial public offering (IPO). A shareholder of 3Com 

Corporation indirectly owned 1.5 shares of Palm Inc. after the IPO. Furthermore 3Com 

Corporation also announced its intention to spin off the remaining 95 percent equity of 

Palm Inc. within the next six months. Then each 3Com shareholder would receive 1.5 

shares of Palm. 

On the first day after the IPO Palm shares had a value of US$ 95 at the close of 

trading. Considering the ratio of 1.5 this would result in a lower bound on the value of 

3Com of approximately US$ 143 per share. In fact 3Com’s price was US$ 81 at that time. 

Thus this implies a market valuation of 3Com Corporation’s substantial businesses outside 

of Palm of about US$ -60 per share. Those conditions definitely represent a severe 

mispricing of 3Com Corporation, which persisted for several weeks. An arbitrageur would 

buy one share of 3Com, while shorting 1.5 shares of Palm. Then he would wait for the 
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spin-off, when he will earn certain profits at no cost. This strategy involves no fundamental 

risk and no noise trader risk (Barberis and Thaler, 2003). 

The results of Lamont and Thaler (2003), who analyzed this case in detail, suggest 

that implementation costs were the main factor for the limitations of arbitrage and 

therefore the persistence of the 3Com mispricing. Investors who tried to borrow Palm 

Inc.’s shares to take a short position were either told by their broker that no shares were 

available or were quoted a very high borrowing price. These shorting barriers were not 

legal but they arose endogenously in the market. The demand for shorting Palm was so 

huge that the suppliers of Palm shorts were unable to meet it. Arbitrage was therefore 

limited and the mispricing persisted. 

Stephen A. Ross, a serious critic of behavioral finance, confirmed the illiquidity of 

Palm shorts and other market anomalies from his own experience as a fund manager at his 

public lecture “A Neoclassical View of Behavioral Finance and the Closed-End Fund 

Puzzle-Implications for Asset Management“ at Bank Gutmann, Vienna, Austria at January 

the 21st, 2004. Ross is also a principal of Roll and Ross Asset Management Corporation, 

which employs technology that Ross helped develop to manage over $3 billion in 

investments worldwide. 

Mitchell, Pulvino and Stafford (2002) examine the barriers to arbitrage in 82 

situations between 1985 and 2000, where the market value of a company is less than its 

ownership stake in a publicly traded subsidiary. These situations suggest clear arbitrage 

opportunities and provide an ideal setting in which Mitchell et al. are able to analyze the 

risks and market frictions that prevent arbitrageurs from immediately forcing prices to 

fundamental values. As a result they find that there are costs that limit arbitrage in equity 

markets, which keep market forces from maintaining prices at their fundamental values. 

Mitchell et al. report that for 30 percent of the sample, the link between the parent and its 

subsidiary is severed before the relative value discrepancy is corrected. Furthermore, 

because of forced liquidation to satisfy capital requirements, they estimate that the returns 

to a particular arbitrageur would be 50 percent larger if the path to convergence was 

smooth rather than observed. Uncertainty about the distribution of returns and 

characteristics of the risks appear to be an important limit to arbitrage. 

Ofek and Richardson (2003) explore a model based on agents with heterogenous 

beliefs facing short sales restrictions to explain the rise, persistence, and fall of internet 
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stock prices. If a group of investors enters the market or becomes very optimistic then 

stock prices can rise quite dramatically. Pessimistic investors are required to short these 

„overvalued“  stocks but are prevented from doing so since they were overrun by the size 

and volume of optimistic trading. While this can explain any type of inflated stock price 

level in the context of limited arbitrage, it seems especially suited to stocks that are subject 

to short sale constraints and heterogeneous investors. Ofek and Richardson investigate this 

theory by looking at the behavior of internet stock prices during the extraordinary asset 

pricing period from January 1998 to February 2000. They provide three important 

findings: 

•  Using evidence on short sales, rebate rates, and option pairs, they document 

substantial short sale restrictions for internet stocks. 

•  With data on internet holdings and block trades around IPO-related events with 

shifting investor clientele, they are able to show a link between heterogeneity and 

price effects for internet stocks. 

•  They provide a detailed look at the impact lockup expirations have on internet 

stock prices. By arguing that lockup expirations are equivalent to loosening the 

short sale constraint, Ofek and Richardson report average, long-run excess returns 

as low as -34 percent for internet stocks post-lockup. Moreover, the long-run 

impact of the lockup expiration is related to gradual insider selling throughout the 

period. 

 

These examples are not isolated cases with little relevance. The Royal Dutch/Shell 

mispricing demonstrates that in situations where arbitrageurs face only one type of risk 

(noise trader risk) securities can become mispriced by almost up to 35 percent. This 

suggests that if a typical stock trading on the New York Stock Exchange or NASDAQ 

becomes subject to investor sentiment, the mispricing could even be a magnitude larger. 

Arbitrageurs would then face not only noise trader risk in trying to correct the mispricing, 

but fundamental risk as well, not to mention implementation costs. 
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2.1.5 Discussion 

The Efficient Markets Hypothesis has been the central proposition of finance in the last 

three decades (Shleifer, 2000). According to the Efficient Markets Hypothesis competition 

between investors seeking abnormal profits drives asset prices to their correct fundamental 

value. While the hypothesis does not assume that all investors are rational, it assumes that 

markets are rational. Furthermore the Efficient Markets Hypothesis does not assume that 

markets can foresee the future, but it does assume that markets make unbiased forecasts of 

the future (Ritter, 2003). 

In his now classic paper Fama (1970) defined an efficient financial market as one in 

which asset prices always perfectly reflect the available information. Furthermore the 

Efficient Markets Hypothesis states that real-world financial markets are actually efficient 

according to this definition. The most radical implication of the Efficient Markets 

Hypothesis is that it rejects the possibility of trading strategies based solely on currently 

available information and has expected profits or returns in excess of equilibrium expected 

profits or returns (Fama, 1970). Thus an investor, whether an individual, a pension fund, or 

a mutal fund, is not able to consistently beat the market. Moreover all resources that such 

investors dedicate to analyzing, picking, and trading securities are wasted. The most 

excellent strategy the Efficient Markets Hypothesis supports, is a passively held market 

portfolio (no active money management at all), since the market truly knows best. In the 

first decade after its development in the 1960s, the Efficient Markets Hypothesis turned 

into an enormous theoretical and empirical success. In 1978, Michael Jensen, one of the 

creators of the Efficient Markets Hypothesis, stated that “there is no other proposition in 

economics which has more solid empirical evidence supporting it than the Efficient 

Markets Hypotheses” (Jensen, 1978, p. 95). 

Shortly after this declaration by Jensen, the Efficient Markets Hypothesis was 

challenged on both its theoretical and empirical foundations. First it is difficult to claim 

that people in general, and investors in particular, are fully rational. Or in the words of 

Fischer Black (1986) they rather trade on noise than on information. But this seems only to 

be the tip of the iceberg since investors’ deviations from the predictions of economic 

rationality are highly pervasive and systematic. Kahneman and Riepe (1998) summarized 

that people deviate from the standard decision making model in a number of fundamental 
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areas: attitude toward risk, non-Bayesian expectation formation, and sensitivity of decision 

making to the framing of problems. In the next sections theory and empirical evidence of 

the human inherent psychological biases will be reviewed. 

Behavioral finance assumes that financial markets can be informationally 

inefficient under certain conditions. But not all mispricings are caused by psychological 

biases since some are due to temporary supply and demand imbalances. For example the 

“ tyranny of indexing”  can trigger demand shifts that are unrelated to the future cash flows 

of the particular company. In December 1999 Yahoo was added to the S&P 500 index. 

Therefore index fund managers had to buy the stock even though it had a limited public 

float. This extra demand led to a price increase by over 50 percent in one week and to over 

100 percent in the following month. After eighteen months the stock price was down by 

over 90 percent from where it was shortly after being added to the S&P 500 index (Ritter, 

2003). 

Arbitrageurs will usually take positions (shorting overvalued stocks or buying 

undervalued stocks) and eliminate misvaluations before they become too large. But if it is 

difficult to take these positions, for example, due to short sales constraints, or if there is no 

guarantee that the mispricing will be corrected within a acceptable time horizon, then 

arbitrage is limited and arbitrageurs will not succeed to correct the mispricing. Technically, 

an arbitrage opportunity exists when one can guarantee a profit by running a certain trading 

strategy. For example arbitrageurs will go long in an undervalued asset and short in an 

overvalued asset. Unfortunately in practice, almost all arbitrage activity is risky arbitrage. 

Thus arbitrageurs tend to trade on opportunities where the expected profit is high relative 

to the involved risks or if the risks are too large arbitrageurs may even choose to avoid the 

markets where the mispricing is most significant (Ritter, 2003). 

For example, this happened especially in large markets, such as the Japanese stock 

market in the late 1980s or the US market for technology stocks in the late 1990s. 

Arbitrageurs who shorted Japanese stocks in mid-1987 and hedged by going long in US 

stocks were right in the long run. Nevertheless they lost huge amounts of money in 

October 1987 when the US stock market crashed by more than the Japanese stock market 

(because of Japanese government intervention). Moreover if the arbitrageurs trade on 

limited funds, which is a realistic assumption, they would be forced to even up their 

positions just when the relative mispricings were the greatest. Conversely this resulted in 
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additional buying pressure for Japanese stocks just when they were most overvalued 

(Ritter, 2003). 

To analyze the implications of market efficiency for real markets it is useful to 

divide market related events into two different categories. First, high-frequency market 

events, which often take place and are support for the evidence of efficient markets. 

Therefore it is hard to find a trading strategy that is reliably profitable and mutual fund 

managers regularly struggle to beat their benchmarks. The second group are low-frequency 

events, which happen only infrequently and it may take a long time for markets to recover 

from them. The evidence from low-frequency events does not support market efficiency. 

According to Ritter (2003) examples of these enormous misvaluations include 

•  The undervaluation of world-wide stock markets from 1974 to 1982. 

•  The Japanese stock price and land price bubble of the 1980s. 

•  The Taiwanese stock price bubble that peaked in February 1990. 

•  The October 1987 stock market crash. 

•  The technology, media, and telecom (TMT) bubble of 1999-2000. 

2.2 Psychology of Decision Making 

In contrast to the neoclassical economic approach behavioral finance relies on models in 

which some agents are not fully rational, either because of their boundedly rational 

preferences or because of their mistaken beliefs (misguided beliefs occur because people 

are bad Bayesians). Thus the behavioral finance approach suggests that stock market 

participants suffer from certain psychological biases. For example, they under- or overreact 

to news; they can be overconfident about their private information; they are risk and loss 

averse; they put to much weight on recent information in their decision, or on the other 

hand, they are too conservative. Extensive empirical evidence from financial markets and 

innumerable psychological laboratory experiments build the foundations of behavioral 

finance. For example, if people are loss averse, a $2 gain might make people feel better by 

as much as a $1 loss makes them feel worse (Ritter, 2003). 

The theory of limited arbitrage illustrated that if irrational traders cause deviations 

from fundamental value, even rational traders may often be ineffective in correcting the 
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emerged mispricings. To analyze the structure of these deviations it is useful to view the 

systematic biases that arise when people form beliefs or to view people’s preferences. It 

should be emphasized here that behavioral models do not need to make extensive 

psychological assumptions in order to generate testable predictions (Barberis and Thaler, 

2003). For example, the theory of closed-end fund pricing (Lee, Shleifer and Thaler, 1991) 

makes numerous predictions using only the assumptions that there are noise traders with 

correlated sentiments in the economy, and that arbitrage is limited. 

According to Rabin (2002a) there are many assumptions that economists often 

make of human nature that are not supported by behavioral and psychological research. 

These include the assumptions that people 

•  are Bayesian information processors (see section 2.2.1.2) 

•  have well-defined and stable preferences 

•  maximize their expected utility 

•  exponentially discount future well-being 

•  are self-interested 

•  have preferences over final outcomes, not changes 

•  have only instrumental/functional taste for beliefs and information 

Some of the above assumptions have always been subject to doubt, while others are treated 

as core axioms. And some assumptions are not treated as core axioms in principle, but are 

pervasively maintained in all actual economic analyses. The goal of behavioral finance is 

to investigate behaviorally grounded departures from these assumptions that seem 

economically relevant. For a more concrete frame of reference, it is useful to consider the 

following formulation of the classical economic model of individual choice, where 

uncertainty is integrated as probabilistic states of the world, and the assumption that the 

person maximizes expected value is incorporated (equation 1): 

 

∑
∈∈

Ss
Xx

sxUs )()(Max π  (1) 

 

While X denotes the choice set, S is state space, π(s) are the person’s subjective beliefs 

updated using Bayes’ rule, and U are stable, well-defined preferences. Furthermore, 

equation (1) assumes even more basic assumptions, for example, that people formulate 
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beliefs even when no “objective” probabilities are available, and that these beliefs are 

correctly updated according to the laws of probability. Economic models almost always 

include additional strong assumptions such as “rational expectations” and common priors. 

From this characterization of the neoclassical model, it is useful to categorize 

psychological phenomena into three categories (Rabin, 2002a): 

•  Heuristics and biases in judgment regarding to how people really form their beliefs, 

implying that their beliefs p(s) ≠ π(s). For further description see section 2.2.2. 

•  New assumptions about preferences regarding the shape of the function U(x|s) in 

equation (1) (evidence described in section 2.2.3). 

•  Lack of stable utility maximization, questioning that people do really maximize 

according to equation (2) (described in section 2.2.4). 

 

∑
∈∈

Ss
Xx

sxUsp )()(Max  (2) 

 

In the next sections the extensive experimental findings compiled by cognitive 

psychologists will  be reviewed. These are also crucial to explain the emergence of market 

“anomalies” (chapter 2.3).2 

 

2.2.1 Heuristics 

Heuristic is the art and science of discovery and invention. The word comes from the same 

Greek root (ὲυρισκω) as “eureka", meaning "to find." A heuristic for a given problem is a 

way of effectively directing one’s attention to a solution. It is different from an algorithm 

in that it merely serves as a rule of thumb or guideline, as opposed to an invariant 

procedure. Heuristics may not always achieve the desired outcome, but can be extremely 

valuable to problem-solving processes. Good heuristics can dramatically reduce the time 

required to solve a problem by eliminating the need to consider unlikely possibilities or 

                                                 
2 Interestingly, psychology of decision making seems to be an issue not only important to 

psychologists or economists. Even the CIA reports on cognitive biases in human decision making 

(see Heuer, 1999). 
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irrelevant states. The mathematician George Polya popularized heuristics in the mid 

twentieth century in his book “How to Solve It: A New Aspect of Mathematical Method” 

(Polya, 1945). He was motivated by his experiences in mathematics education where 

students are taught mathematical proofs, without learning techniques to formulate proofs 

themselves. “How to Solve It” is a collection of ideas about heuristics that he taught to his 

students to teach them efficient ways of looking at problems and methods to find solutions 

very quickly. 

In psychology, heuristics are simple and efficient rules of thumb that people use to 

make decisions, typically when facing complex problems or incomplete information. These 

rules work well under most circumstances, but in certain cases lead to systematic cognitive 

biases. For example, people may tend to perceive more expensive beers as tasting better 

than inexpensive ones. This finding holds even when prices and brands are switched; 

putting the high price on the normally relatively inexpensive brand is enough to lead 

experimental subjects to perceive that beer as tasting better than the beer that is normally 

relatively expensive. One might call this bias the “price implies quality” bias.3 Much of the 

work of discovering heuristics in human decision making was ignited by Amos Tversky 

and Daniel Kahneman, who shared a significant influence on behavioral finance (see, for 

example, Kahneman, Slovic and Tversky, 1982). 

The Gestalt psychologists Karl Duncker and Wolfgang Koehler preserved the 

original Greek definition of “serving to find out or discover” when they used the term to 

describe strategies such as “looking around” and “inspecting the problem” (see, for 

example, Duncker, 1945). For Duncker, Koehler, and some later theorists, including 

Herbert Simon (1955), heuristics are strategies that guide information search and modify 

problem representations to facilitate solutions. From its introduction in the early 1800s up 

until about 1970, the term “heuristics”  has been used to refer to useful and crucial 

cognitive processes for solving problems that cannot be handled by logic and probability 

theory (see for example Polya, 1954; Groner, Groner, and Bischof, 1983). 

In the past 30 years the definition of heuristics has changed almost to the point of 

inversion. In research on reasoning, judgment, and decision making, heuristics have come 

to denote strategies that prevent one from finding out or discovering correct answers to 

                                                 
3 Heuristic (2004, December 15). Wikipedia: The Free Encyclopedia. Retrieved December 21, 2004, from 

URL: http://en.wikipedia.org/wiki/Heuristic 
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problems that are assumed to be in the domain of probability theory. From this point of 

view heuristics are poor substitutes for computations that are too demanding for ordinary 

minds to be carried out. Heuristics have even become associated with inevitable cognitive 

illusions and irrationality (Piattelli-Palmerini, 1994). This new view of heuristics as poor 

surrogates for optimal procedures emerged in the 1960s when statistical procedures such as 

analysis of variance and Bayesian methods became established as the psychologist’s 

methods. These and other statistical tools were transformed into models of cognition and 

soon cognitive processes became viewed as mere approximations of statistical procedures 

(Gigerenzer, 1991 and 2000). For example, when Edwards (1968) and his colleagues 

concluded that human reasoning do not comply with Bayes’s rule (see section 2.2.1.2) they 

proposed that actual reasoning is like a defective Bayesian computer with wrongly 

combined values (misaggregation hypothesis) or misperceived probabilities (misperception 

hypothesis). The view that mental processes are “poor replicas” of scientific tools became 

widespread (Kelley, 1973, p. 109): 

 

The assumption is that the man in the street, the naive psychologist, uses a naive 

version of the method used in science. Undoubtedly, his naive version is a poor 

replica of the scientific one - incomplete, subject to bias, ready to proceed on 

incomplete evidence, and so on. 

 

ANOVA, multiple regression, first-order logic, and Bayes’s rule, among others, have been 

proposed as optimal or rational strategies (see Birnbaum, 1983; Hammond, 1996; Mellers, 

Schwartz, and Cooke, 1998), and the term “heuristics”  was adopted to account for 

inconsistencies between these rational strategies and actual human cognitive processes. For 

example, the representativeness heuristic (see section 2.2.1.2), introduced by Kahneman 

and Tversky (1974 and 1996), was proposed to explain why human inference is like 

Bayes’s rule with the base rates left out (see Gigerenzer and Murray, 1987). The common 

procedure underlying these attempts to model cognitive processes is to start with a method 

that is considered optimal, then to eliminate some aspects or calculations, and propose that 

the mind carries out this naive version (Goldstein and Gigerenzer, 2002). 
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2.2.1.1 Naive Diversification 

Heuristics are simple rules of thumb that make human decision making easier. 

Nevertheless they can sometimes lead to cognitive biases, especially when people are 

facing complex problems. These psychological biases can lead to suboptimal investment 

decisions. For example, when faced with n choices for how to invest money, many people 

allocate using the “1/n rule”. If there are three funds, one-third goes into each. If two are 

stock funds, two-thirds goes into equities. If one of the three is a stock fund, one-third goes 

into equities (Ritter, 2003). 

Recently, Benartzi and Thaler (2001) have documented that when people diversify, 

they do so in a naive fashion. Thus many follow the “1/n rule”. Benartzi and Thaler 

investigated people’s diversification decisions regarding defined contribution saving plans 

and privatized social security plans. There is a worldwide trend towards defined 

contribution saving plans in which investment decisions are made by the plan participants 

themselves (Employee Benefit Research Institute, 1997). Nevertheless there has been 

expressed concern by economists and financial advisors about the quality of the decisions 

being made by the participants (see, for example, Olivia, Mitchell and Stephen, 1996). One 

of the reasons for concern is the lack of financial sophistication in the general public 

(Bernheim, 1996). For example, a survey by John Hancock Financial Services (1995) 

found that the greater part of respondents thought that money market funds were riskier 

than government bonds, and furthermore they felt that their own company stock was safer 

than a well diversified portfolio. Nevertheless, it is possible that poorly informed 

employees still make good investment decisions. Benartzi and Thaler (2001) found 

evidence that participants made decisions that seem to be based on naive notions of 

diversification. One extreme example they discuss is what they named the “1/n heuristic”. 

Someone using this rule simply divides her contributions evenly among the n options 

offered in her retirement savings plan. Interestingly, the use of the “1/n rule” has a long 

history in asset allocation. Indeed, it was recommended in the Talmud. Writing in about 

the fourth century, Rabbi Issac bar Aha gave the following asset allocation advice: “A man 

should always place his money, a third into land, a third into merchandise, and keep a third 

at hand.”4 There is anecdotal evidence that the rule is still in use. For example, for many 

                                                 
4 The reference to the original Aramaic is „Talmud Bavli, Baba Metzia 42a“. 
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years TIAA-CREF, one of the largest contribution saving plans in the world, offered two 

investments: TIAA (bonds) and CREF (stocks). The most common allocation of 

contributions was 50:50, which was chosen by about half of the participants (Samuelson 

and Zeckhauser, 1988; TIAA-CREF, 1997). In fact, Harry Markowitz, a pioneer in the 

development of modern portfolio theory, states that he used this rule himself. He justifies 

his choice on a psychological basis: “My intention was to minimize my future regret. So I 

split my contributions fifty-fifty between bonds and equities” (Zweig, 1998). 

Benartzi and Thaler (2001) are able to show that a significant proportion of 

investors follow the “1/n strategy”: they divide their contributions evenly across the funds 

offered in the plan. Consistent with this naive notion of diversification, they find that the 

proportion invested in stocks depends strongly on the proportion of stock funds in the plan. 

In particular, Benartzi and Thaler provide evidence that in 401(k) plans, many people seem 

to use strategies as simple as allocating 1/n of their savings to each of the n available 

investment options, whatever those options are. Some evidence that people make their 

decisions according to this heuristic comes from the laboratory. Benartzi and Thaler ask 

subjects to make an allocation decision in each of the following three conditions: first, 

between a stock fund and a bond fund; next, between a stock fund and a balanced fund, 

which invests 50 percent in stocks and 50 percent in bonds; and finally, between a bond 

fund and a balanced fund. They find that in all three cases, a 50:50 split across the two 

funds is a popular choice, although of course this leads to very different effective choices 

between stocks and bonds: the average allocation to stocks in the three conditions was 54 

percent, 73 percent and 35 percent, respectively. The 1/n diversification heuristic and other 

similar naive diversification strategies predict that in 401(k) plans which predominantly 

offer stock funds, investors will allocate more to stocks. Benartzi and Thaler test this in a 

sample of 170 large retirement savings plans. They divide the plans into three groups based 

on the fraction of offered stock funds (low, medium, and high). The allocation to stocks 

increases across the three groups, from 49 percent to 60 percent to 64 percent, confirming 

the initial prediction (Barberis and Thaler, 2003). 

There are two ways in which such naive diversification behavior could be costly 

compared to an optimal asset allocation strategy. First, investors might choose a portfolio 

that is not on the efficient frontier according to the mean-variance portfolio selection 

theory (Markowitz, 1952). Secondly, they might pick the wrong point along the frontier. 
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The cost of the first type of error is usually quite small. Even the very naive 1/n 

strategy will end up with a portfolio that is reasonably close to some point on the frontier. 

For example, Canner, Mankiw and Weil (1997) show that the popular advice of financial 

planners, which is inconsistent with traditional models of portfolio selection, results in 

portfolios that are only 20 basis points below the efficient frontier. Particularly, their paper 

examines popular advice on portfolio allocation among cash, bonds, and stocks. It 

documents that this advice is inconsistent with the mutual-fund separation theorem (Tobin, 

1958), which states that all investors should hold the same composition of risky assets. In 

contrast to the theorem, popular advisors recommend that aggressive investors hold a 

lower ratio of bonds to stocks than conservative investors. The paper explores various 

possible explanations of this puzzle. It concludes that the portfolio recommendations can 

be explained if popular advisors base their advice on the unconditional distribution of 

nominal returns. It also finds that the cost of this money illusion is small, as measured by 

the distance of the recommended portfolios from the mean-variance efficient frontier. In 

contrast to Canner, Mankiw and Weil (1997), Brennan and Xia (1998) are able to show 

that the variation in the ratio of bonds to stocks recommended by financial advisors is quite 

consistent with a model of portfolio optimization in a dynamic context. The reason for the 

violation of the separation principle is that bonds are not just any risky asset but have the 

particular property that their returns covary negatively with expectations about future 

interest rates. This covariation is important for an investor with a multi-period horizon, as 

the classic paper of Merton (1973) recognizes. Thus the apparent inconsistency between 

the Tobin Separation Theorem (Tobin, 1958) and the advice of popular investment 

advisors, as pointed out by Canner et al. (1997), is shown to be explicable in terms of the 

hedging demands of optimising long-term investors in an environment in which the 

investment opportunity set is subject to stochastic shocks. 

On the contrary, the second inefficiency, picking an inappropriate point on the 

efficient frontier, can potentially be quite significant. Brennan and Torous (1999) consider 

the following example in their paper. They consider an individual with a coefficient of 

relative risk aversion of two, which is consistent with the empirical findings of Friend and 

Blume (1975). Then they estimate the loss of welfare from selection of portfolios, which 

do not match the assumed risk preferences. Assuming an investment horizon of twenty 

years, an investor who switched from an equity dominated investment strategy (80 percent 
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in stocks) to a bond-rich plan (only 30 percent in stocks) would suffer a utility loss of 25 

percent. If the horizon is increased to 30 years then the welfare loss can be up to 40 

percent. This indicates significant costs for the investor. 

 

2.2.1.2 Representativeness Heuristic 

As mentioned before, heuristics enable decision making with the advantage of reduced 

mental effort but they may lead to systematic biases and errors in judgment. Many of the 

decisions people make are based on beliefs concerning the chances of uncertain events. 

They may be confronted with such events every day. For example, they are asked to 

predict the outcome of an election, to determine the guilt of a defendant, anticipate the 

future value of the Canadian dollar, assess the likelihood of a person being thought 

disordered, etc. In answering such questions, people typically rely on the 

representativeness heuristic. This mental strategy involves examining the degree to which a 

person, object, or process matches an ideal or representative model. When an event is 

judged to have several features which are similar to an “ideal” or prototype model, the 

mind concludes that the event is more likely to be member of this particular group. Thus 

under the representativeness heuristic, things are judged as being similar based on how 

closely they resemble each other using prima facie, superficial qualities rather than 

essential characteristics.5 

The representativeness heuristic was first identified by Daniel Kahneman and Amos 

Tversky (1974). They document that when people try to determine the probability that a 

data set A was generated by a model B, or that an object A belongs to a class B, they often 

use the representativeness heuristic. This means that they evaluate the probability by the 

degree to which A reflects the essential characteristics of B. In many cases 

representativeness is a helpful heuristic, but it can generate some severe biases (see, for 

example, Beck-Bornholdt and Dubben, 2001 and 2003, who strikingly describe many real-

life applications): 

                                                 
5 Representativeness heuristic (2004, November 29). Wikipedia: The Free Encyclopedia. Retrieved 

December 21, 2004, from URL: http://en.wikipedia.org/wiki/Representativeness_heuristic 
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•  People are insensitive to prior probability of outcomes. Thus they ignore the 

preexisting distribution of categories or base rate frequencies. 

•  People are insensitive to sample size. This implicates that they draw strong 

inferences from a small number of cases. 

•  People have a misconception of chance, also known as the Gambler’s Fallacy. That 

is why they think chance will “correct” a series of “rare” events. 

•  People have a misconception of regression. So they misjudge “rare” events since 

they deny chance as a factor causing extreme outcomes. 

 

The first mentioned bias is base rate neglect. To illustrate, Kahneman and Tversky (1974) 

present this description of a person named Linda: 

 

Linda is 31 years old, single, outspoken, and very bright. She majored in 

philosophy. As a student, she was deeply concerned with issues of discrimination 

and social justice, and also participated in anti-nuclear demonstrations. 

 

When people were asked whether “Linda is a bank teller” (statement A) or “Linda is a 

bank teller and is active in the feminist movement” (statement B) is more likely, subjects 

typically assign greater probability to B. According to probability theory this is incorrect. 

Representativeness provides a simple explanation for this misjudgment. Since the 

description of Linda sounds like the description of a feminist, in other words, she is 

representative for a feminist, subjects tend to pick B rather than A. In contrast, Bayes’ 

theorem (see equation 3) states that people judge incorrectly since they put too much 

weight on p(description | statement B), which captures representativeness, and too little 

weight on the base rate, p(statement B). 

 

( ) ( ) ( )
( )ndescriptiop

B statementpB statement  ndescriptiop
ndescriptio  B statementp =  (3) 

 

Bayes' theorem is named after the Reverend Thomas Bayes (1702-61). Bayes worked on 

the problem of computing a distribution for the parameter of a binomial distribution. His 

work was edited and presented posthumously (1763) by his friend Richard Price, in “An 
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Essay towards solving a Problem in the Doctrine of Chances.” Bayes' results were 

replicated and extended by Laplace in an essay of 1774, who apparently was not aware of 

Bayes' work.6 

Representativeness also leads to another bias, namely sample size neglect. Human 

judges tend to underrate or completely ignore base rate information and focus instead on 

single case information or untested personal experiences. Thus, when judging the 

likelihood that a data set was generated by a particular model, people often fail to take the 

size of the sample into account. Since a small sample can be just as representative as a 

large one, six tosses of a coin resulting in three heads and three tails are as representative 

of a fair coin as 500 heads and 500 tails are in a total of 1000 tosses. Representativeness 

states that people will consider the two sets of coin tosses equally informative about the 

fairness of the coin, although the second set is much more significant. 

Sample size neglect implies that in cases where people do not initially know the 

data-generating process, they will tend to infer too quickly on the basis of too few data 

points. For example they will believe that a financial analyst with four good stock picks is 

talented, although four successes are not representative of a bad or average analyst. It also 

generates a “hot hand” phenomenon. For example, sports fans become convinced that a 

basketball player who has made three shots in a row is on a hot streak and will score again, 

even though there is no evidence of a hot hand in the data (Gilovich, Vallone and Tversky, 

1985). This belief that even small samples will reflect the properties of the parent 

population is sometimes known as the “law of small numbers” (Tversky and Kahneman, 

1971; Rabin 1998 and 2002b). Assume that people will judge a coin to be unfair if heads 

comes up 80 percent of the time. It is easier to make this judgment based on five coin 

tosses than on 20 coin tosses. In summary, people will persistently use a representative 

strategy without evaluating the sample size that the information is drawn from. 

When people do know the data-generating process in advance, the law of small 

numbers can lead to a Gambler’s Fallacy effect. For example, if a fair coin generates five 

heads in a row, people will claim that “tails are due”. Because they believe that even a 

short sample should be representative of the fair coin, there have to be more tails to 

balance out the large number of heads (Barberis and Thaler, 2003). Kahneman and 

                                                 
6 Bayes' theorem (2004, November 10). Wikipedia: The Free Encyclopedia. Retrieved December 21, 2004, 

from URL: http://en.wikipedia.org/wiki/Bayes%27_theorem 
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Tversky (1974) also claim that people have difficulties in identifying truly random 

sequences. As people expect more alternations than are likely to exist in a random 

sequence, they expect micro-level instances of randomness to be representative of random 

sequences over a longer number of trials. 

Recently, Griffiths and Tenenbaum (2004) have outlined a framework for 

understanding the rational basis of the human ability to find structure embedded in noise, 

viewing this inference in terms of the statistical problem of model selection. Solving this 

problem for small datasets requires two ingredients: strong prior beliefs about the 

hypothetical mechanisms by which the data could have been generated, and a rational 

statistical inference by which these hypotheses are evaluated. 

Griffiths and Tenenbaum state that people are extremely good at finding structure 

embedded in noise. This sensitivity to patterns and regularities is at the heart of many of 

the inductive leaps characteristic of human cognition, such as identifying the words in a 

stream of sounds, or discovering the presence of a common cause underlying a set of 

events. These acts of everyday induction are quite different from the kind of inferences 

normally considered in machine learning and statistics: human cognition usually involves 

reaching strong conclusions on the basis of limited data, while many statistical analyses 

focus on the asymptotics of large samples. The ability to detect structure embedded in 

noise has a paradoxical character: while it is an excellent example of the kind of inference 

at which people excel but machines fail, it also seems to be the source of errors in tasks at 

which machines regularly succeed. For example, a common demonstration conducted in 

introductory psychology classes involves presenting students with two binary sequences of 

the same length, such as HHTHTHTT and HHHHHHHH, and asking them to judge which 

one seems more random. When students select the former, they are told that their 

judgments are irrational: the two sequences are equally random, since they have the same 

probability of being produced by a fair coin. In the real world, the sense that some random 

sequences seem more structured than others can lead people to a variety of erroneous 

inferences, whether in a casino or thinking about patterns of births and deaths in a hospital 

(Kahneman and Tversky, 1972). 

When assessing the randomness of binary sequences which involves comparing 

random and regular sources, people’s beliefs about the nature of regularity can be 

expressed in terms of probabilistic versions of simple computing machines. Different 
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machines capture regularity when sequences are presented simultaneously and when their 

elements are presented sequentially, and the differences between these machines provide 

insight into the cognitive processes involved in the task. Analyses of the rational basis of 

human inference typically either ignore questions about processing or introduce them as 

relatively arbitrary constraints. Griffiths and Tenenbaum (2004) are able to give a rational 

characterization of process as well as inference, evaluating a set of alternatives that all 

correspond to restrictions of Kolmogorov complexity to simple general-purpose automata. 

 

2.2.1.3 Conservatism 

Several psychologists, including Edwards (1968), have identified a cognitive bias known 

as conservatism. Conservatism states that individuals are slow to change their beliefs in the 

face of new evidence. In other words, they anchor on the way things have usually been 

(Ritter, 2003). 

While representativeness (see section 2.2.1.2) leads to an underweighting of base 

rates, conservatism leads to overemphasized base rates relative to sample evidence. In the 

experiment run by Edwards (1968), there are two urns, one containing 3 blue balls and 7 

red ones, and the other containing 7 blue balls and 3 red ones. A random draw of 12 balls, 

with replacement, from one of the urns yields 8 reds and 4 blues. When people are asked 

for the probability the draw was made from the first urn, most people estimate a number 

around 0.7 (while the correct answer is 0.97). Thus people apparently overweight the base 

rate of 0.5. At first sight, the evidence of conservatism stands in contrast to the 

representativeness heuristic. Barberis and Thaler (2003) state that there may be a natural 

way in which both fit together. It appears that if a data sample is representative of an 

underlying model, then people overweight the data. On the other hand, if the data is not 

representative of any salient model, people react too little to the data and rely too much on 

their priors. In Edwards’ experiment, the draw of 8 red and 4 blue balls is not particularly 

representative of either urn, possibly leading to an overreliance on prior information. 

According to Ritter (2003) people might underreact because of the conservatism bias. 

Conversely, if there is a long enough pattern, then they will adjust to it and possibly 

overreact, underweighting the long-term average. 
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In particular, Edwards benchmarks a subject’s reaction to new evidence against that 

of an idealized rational Bayesian in experiments in which the true normative value of a 

piece of evidence is well defined. In his experiments, individuals update their posteriors in 

the right direction, but by too little in magnitude relative to the rational Bayesian 

benchmark. This finding of conservatism is in fact more pronounced the more objectively 

useful the new evidence is. In Edwards’ (1968, p. 359) own words: “It turns out that 

opinion change is very orderly, and usually proportional to numbers calculated from the 

Bayes theorem - but it is insufficient in amount. A conventional first approximation to the 

data would say that it takes anywhere from two to five observations to do one 

observation’s worth of work in inducing a subject to change his opinions.” 

Conservatism is extremely suggestive of the underreaction evidence described 

above. Individuals subject to conservatism might disregard the full information content of 

an earnings (or some other public) announcement, perhaps because they believe that this 

number contains a large temporary component, and still stick at least partially to their prior 

estimates of earnings. As a consequence, they might adjust their valuation of shares only 

partially in response to the announcement. Edwards would describe such behavior in 

Bayesian terms as a failure to properly aggregate the information in the new earnings 

number with an investors’ own prior information to form a new posterior earnings 

estimate. In particular, individuals tend to underweight useful statistical evidence relative 

to the less useful evidence used to form their priors. Alternatively, they might be 

characterized as being overconfident about their prior information (Barberis, Shleifer and 

Vishny, 1998). 

A different explanation comes from social psychology. There is a wealth of 

research in psychology demonstrating that agents process information with the aid of 

categories. The distinguished social psychologist Gordon Allport memorably noted, “the 

human mind must think with the aid of categories. We cannot possibly avoid this process. 

Orderly living depends upon it.” Ideas of categorical thinking and stereotyping have been 

at the forefront of social psychology for five decades (Macrae and Bodenhausen, 2002; 

Markman and Gentner, 2001), but their potential has yet to be realized in economics. Fryer 

and Jackson (2003) introduce a model of how experiences are sorted into categories and 

how categorization affects decision making. Then they show that specific cognitive biases 

emerge from categorization. This intuition has even been imported into economics by 
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Mullainathan (2001), who shows that such categorization models can lead to biased 

estimates of probabilities. He presents a formal model that neatly reconciles the evidence 

on underweighting sample information with the evidence on overweighting sample 

information. 

Recently Wilson (2004) introduced a model which explores the connection between 

bounded memory and biases in information processing. She shows that the optimal 

memory rule may perform very poorly in the short run, and can explain several biases that 

psychologists have observed. As a result, the agents appear to display a confirmatory bias, 

which is the tendency to ignore information that does not support their impressions (see 

also section 2.2.2.2), and an overconfidence/underconfidence bias with the tendency to 

infer too much from ambiguous information, too little from precise information. 

 

2.2.1.4 Anchoring and Adjustment 

Kahneman and Tversky (1974) state that, when forming estimates, people often start with 

some initial, possibly arbitrary value, and then adjust away from this reference point. 

Additionally, Slovic and Liechtenstein (1971) provide experimental evidence that the 

adjustment is often insufficient. They demonstrate that, in forming numerical estimates of 

uncertain quantities, adjustments in assessments away from (arbitrary) initial values are 

typically inadequate. Thus people “anchor” too much on the initial value. Kahneman and 

Tversky (1974, p. 1128) present the following example: 

 

“Subjects were asked to estimate various quantities, stated in percentages (for 

example the percentage of African countries in the United Nations). For each 

quantity, a number between 0 and 100 was determined by spinning a wheel of 

fortune in the subjects’ presence. The subjects were instructed to indicate first 

whether that number was higher or lower than the value of the quantity, and then to 

estimate the value of the quantity by moving upward or downward from the given 

number. Different groups were given different numbers for each quantity, and these 

arbitrary numbers had a marked effect on estimates. For example, the median 

estimates of the percentage of African countries in the United Nations were 25 and 
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45 for groups that received 10 and 65, respectively, as starting points. Payoffs for 

accuracy did not reduce the anchoring effect.” 

 

In this experiment subjects’  subsequent estimates were significantly affected by the initial 

random number. Those who were asked to compare their estimate to 10, subsequently 

estimated 25 percent, while those who compared to 60, estimated 45 percent (Barberis and 

Thaler, 2003). 

While this example is to some extent artificial, Kahneman and Tversky (1974) 

point out that anchoring can occur as a natural part of the assessment process itself. If an 

individual is asked to construct a probability distribution for the level of the Dow Jones, 

her likely beginning point would be to estimate a median level. This value would then 

serve as an anchor or reference point for her further probability assessments. In contrast, if 

the subject would be asked to construct the probability assessments by stating the 

likelihood of the Dow Jones exceeding a pre-specified value, she would rather anchor on 

this value. Thus the two procedures lead to different predictions, with the first procedure 

yielding a probability distribution more concentrated around the median than the second 

one (Rabin, 1998). 

 

2.2.1.5 Availability 

When judging the probability of an event people tend to search their memories for relevant 

information. While this is a perfectly sensible procedure, it can produce biased estimates 

because not all memories are equally retrievable or “available”, in the language of 

Kahneman and Tversky (1974). More recent, salient and vivid events will weigh more 

heavily and distort the estimate. Furthermore, people tend to correlate events that occur 

closely together. Tversky and Kahneman (1973) discuss, for example, how salience may 

distort clinicians’ assessment of the relationship between severe depression and suicide. 

According to the availability heuristic incidents in which patients commit suicide are much 

more likely to be remembered than are occurrences where patients do not commit suicide. 

This may lead to an exaggerated assessment of the probability that depressed patients will 

commit suicide (for further examples, see also Combs and Slovic, 1979). 
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Ritter (2003) summarizes that people tend to underweight long-term averages and 

are predisposed to put too much weight on recent experience. As an example, when equity 

returns have been high for many years (such as they were in 1982-2000 in the US and 

Western Europe), many people begin to believe that high equity returns are “normal”. 

 

2.2.1.6 Hindsight Bias 

One of the most extensively studied biases in the judgment literature is the hindsight bias 

(see for example Hawkins and Hastie, 1990; Christensen-Szalanski and Willham, 1991; 

Villejoubert, 2004). Fischhoff (1975) first proposed this bias by observing that 

•  reporting an outcome’s occurrence increases its perceived probability of occurrence 

and 

•  people who have received outcome knowledge are largely unaware of the effect 

that it has changed their perceptions. 

Combining these, the evidence on the hindsight bias shows that people exaggerate the 

degree to which their beliefs before an informative event would be similar to their current 

beliefs. For example, after a politician wins elections, people label it as inevitable. Thus 

they tend to believe that they always thought it was inevitable (Rabin, 1998). 

Fischhoff’s (1975) original demonstration of this effect was a historical passage, 

regarding British intrusion into India and military interaction with the Gurkas of Nepal, 

read to subjects. Without being told the outcome of this interaction, some subjects were 

asked to predict the likelihood of each of the four possible outcomes: British victory, 

Gurka victory, a peace settlement, or military stalemate without a peace settlement. While 

the latter is the real true outcome, four other groups of subjects were each told that a 

different one of the four outcomes was the true one. For each reported outcome, when 

compared to a control group, which was not told any outcome, subjects’ average ex post 

guesses of their hypothetical ex ante estimates were fifteen percent higher than those of the 

control group. People don’t sufficiently “subtract” information they currently have about 

an outcome in imagining what they would have thought without the information. 

Moreover, evidence provided by Hawkins and Hastie (1990) suggests that subjects have 

the tendency to think that even other people “should have known” as well. 
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Barberis and Thaler (2003) recapitulate that hindsight bias is the tendency of people 

to believe, after an event has occurred, that they predicted it before it happened. If people 

think they predicted the past better than they actually did, they may also believe that they 

can predict the future better than they actually can (see also section 2.2.2.1 on 

overconfidence). 

 

2.2.1.7 Recognition Heuristic 

One view of heuristics is that they are imperfect versions of optimal statistical procedures 

considered too complicated for ordinary minds to be carried out. In contrast, Goldstein and 

Gigerenzer (2002) consider heuristics to be adaptive strategies that evolved in parallel with 

fundamental psychological mechanisms. Rather than starting with a normative process 

model Goldstein and Gigerenzer start with fundamental psychological mechanisms. They 

design and test computational models of heuristics which are: 

•  ecologically rational (i.e. heuristics that exploit structures of information in the 

environment) 

•  founded in evolved psychological capacities such as memory and the perceptual 

system 

•  fast, frugal, and simple enough to operate effectively when time, knowledge, and 

computational resources are limited 

•  precise enough to be modeled computationally 

•  powerful enough to model both good and poor reasoning. 

 

Goldstein and Gigerenzer (2002) introduce this program of “ fast and frugal”  heuristics 

with perhaps the simplest of all heuristics: the recognition heuristic. The recognition 

heuristic, arguably the most “ frugal”  of all heuristics, makes inferences from patterns of 

missing knowledge. This heuristic exploits a fundamental adaptation of many organisms: 

the vast, sensitive, and reliable capacity for recognition. 

In the statistical analysis of experimental data, missing data are an additional 

difficulty. According to Gigerenzer and Hoffrage (1995) outside of experimental designs, 

which means that data are collected by natural sampling instead of systematic sampling, 
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missing knowledge can be used to make intelligent inferences. They asked about a dozen 

Americans and Germans, “Which city has a larger population: San Diego or San Antonio?” 

Approximately two thirds of the Americans correctly responded that San Diego is larger. 

Despite (or, according to the recognition heuristic, due to) a considerable lack of 

knowledge 100 percent of the Germans answered the question correctly. A similar 

surprising outcome was obtained when 50 Turkish students and 54 British students made 

forecasts for all 32 English Football Associations Cup third round soccer matches (Ayton 

and Önkal, 1997). The Turkish participants had very little knowledge about English soccer 

teams in comparison to the British participants. Nevertheless, the Turkish forecasters were 

nearly as accurate as the English ones (63 percent vs. 66 percent correct). 

Intuitively these results seem to be an error. How could more knowledge be worse 

than significantly less knowledge? A look at what the less knowledgeable groups knew 

may provide an answer. All of the German participants tested had heard of San Diego but 

about half of them did not recognize San Antonio. All made the inference that San Diego is 

larger. Similarly, the Turkish students recognized some of the English soccer teams (or the 

cities that often make up part of English soccer team names) but not others. Among the 

pairs of soccer teams in which they rated one team as completely unfamiliar and the other 

as familiar to some degree, they chose the more familiar team in 627 of 662 cases (95 

percent). In both these demonstrations, people used the fact that they did not recognize 

something as the basis for their predictions, and it turned out to serve them well (Goldstein 

and Gigerenzer, 2002). 

The strategies of the German and Turkish participants can be modeled by what 

Goldstein and Gigerenzer (2002) call the recognition heuristic. The task to which the 

heuristic is suited is selecting a subset of objects that is valued highest on some criterion. 

For example, Borges, Goldstein, Ortmann, and Gigerenzer (1999) use the recognition 

heuristic as a successful device for selecting stock portfolios in a bullish market 

environment as described in their article “Can Ignorance Beat the Stock Market?” They 

use corporate name recognition for selecting a subset of stocks from Standard and Poor’s 

500 Index, with profit as the criterion. In their empirical study Borges et al. compared the 

performance of a buy and hold portfolio, constructed only of stocks from companies with a 

high level of name recognition by either laypeople (pedestrians) or experts, with several 

benchmarks (mutual funds, market indices, “dartboard” portfolios and unrecognized 
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stocks). The “ignorance” based portfolio constructed by pedestrians unexpectedly 

outperformed its touchstones and generated striking returns. This also substantiates the 

hypothesis that heuristics or “bounded rationality” can lead to accurate inferences in real-

world domains (see section 2.4.3 on trading strategies). 

In these laboratory experiments, the focus lies on the case of selecting one object 

from two. This task is known as paired comparison or two-alternative forced choice and 

represents a stock-in-trade of experimental psychology and an elementary case to which 

many other tasks such as multiple choice are reducible. The recognition heuristic is useful 

when there is a strong correlation between recognition and criterion. For simplicity, 

Goldstein and Gigerenzer (2002) assume that the correlation is positive. For two-

alternative choice tasks, they describe the recognition heuristic as follows: If one of two 

objects is recognized and the other is not, then the recognized object is inferred to have the 

higher value with respect to the criterion. The recognition heuristic will not always apply, 

nor will it always make correct inferences. For example, the Americans and English in the 

experiments reported could not apply the recognition heuristic since they knew too much. 

It is also easy to think of instances in which an object may be recognized for having a 

small criterion value. Even in such cases the recognition heuristic still predicts that a 

recognized object will be chosen over an unrecognized object. The recognition heuristic 

works exclusively in cases of limited knowledge, i.e., when only some objects, not all, are 

recognized. The effectiveness of the apparently simplistic recognition heuristic depends on 

its ecological rationality: its ability to exploit the structure of the information in natural 

environments. The heuristic is successful when ignorance, specifically a lack of 

recognition, is systematically rather than randomly distributed, particularly when the object 

is strongly and positively correlated with the criterion. On the contrary, when this 

correlation is negative, the heuristic leads to the inference that the unrecognized object has 

the higher criterion value. The direction of the correlation between recognition and the 

criterion can be learned from experience, or it even can be genetically coded. Galef (1987) 

and Galef, McQuoid, and Whiskin (1990) provide evidence for the latter. They document 

an experiment with wild Norway rats that learned to recognize a novel diet by smelling it 

on their neighbors’ breath. A week later, the rats were fed with this diet in addition with a 

novel poisoned diet and hence the rats became ill. Next time presented with the two diets, 

the rats avoided the diet that they did not recognize from their neighbors’ breath. This 



Behavioral Finance and Agent-Based Computational Economics 47 

recognition mechanism works regardless of whether the neighbor rat is healthy or not 

while its breath is smelt. It may seem unusual that an animal would eat the food its sick 

neighbor had eaten. Thus rats seem to follow recognition without taking further 

information, such as the health of the neighbor, into account (Goldstein and Gigerenzer, 

2002). 

Goldstein and Gigerenzer (2002) review literature that substantiates the view that 

the mechanism for distinguishing between the novel and the recognized is specialized and 

robust. For example, recognition memory often remains intact when other types of memory 

become impaired. Elderly people suffering from memory loss (Craik and McDowd, 1987; 

Schonfield and Robertson, 1966) and patients suffering from certain kinds of brain damage 

(Schacter and Tulving, 1994; Squire, Knowlton, and Musen, 1993) have problems saying 

what they know about an object or even where they have encountered it. Nevertheless they 

often know that they have encountered the object before. Such is the case with R. F. R., a 

54 year old policeman, who developed such severe amnesia that he had great difficulty 

identifying people he knew, even his wife and mother. One might say that he had lost his 

capacity for recognition. In a test in which he was shown pairs of photographs consisting 

of one famous and one non famous person, he could point at the famous persons as 

accurately as a healthy control group could (Warrington and McCarthy, 1988). His ability 

to distinguish between the unrecognized people (who he had never seen before) and the 

recognized people (famous people he had seen in the media) remained intact. Yet his 

ability to recall anything about the people he recognized was impaired. Laboratory 

research has demonstrated that memory for mere recognition encodes information even in 

divided-attention learning tasks that are too distracting to allow more substantial memories 

to be formed (Jacoby, Woloshyn, and Kelley, 1989). Because recognition continues to 

operate even under adverse conditions, and it can be impaired independently from the rest 

of memory, Goldstein and Gigerenzer view it as a primordial psychological mechanism 

(for cases involving a selective loss of recognition, see Delbecq-Derousné, Beauvois, and 

Shallice, 1990). 

Goldstein and Gigerenzer (2002) investigate recognition as it concerns proper 

names. Proper name recognition is of particular interest because it constitutes a specialized 

domain in the cognitive system that can be impaired independently of other language skills 

(McKenna and Warrington, 1980; Semenza and Sgaramella, 1993; Semenza and Zettin, 



Behavioral Finance and Agent-Based Computational Economics 48 

1989). Because an individual’s knowledge of geography comprises an incomplete set of 

proper names, it is ideal for recognition studies. In their recent article, Goldstein and 

Gigerenzer focus on two situations of limited knowledge: Americans’ recognition of 

German city names and Germans’ recognition of city names in the United States. The 

American students they have tested over the years recognized about one fifth of the 100 

largest German cities, and the German students recognized about one half of the 100 

largest U.S. cities. An additional reason why cities were used to study proper name 

recognition is because of the strong correlation between city name recognition and 

population. Evidently the recognition heuristic does not apply everywhere. The recognition 

heuristic is domain specific, i.e. it works only in environments in which recognition is 

correlated with the criterion being predicted. In cases of inference, the criterion is not 

immediately accessible to the organism. A possible way how correlations between 

recognition and inaccessible criteria can arise is via “mediators”. There are mediators in 

the environment that have the dual property of reflecting (but not revealing) the criterion 

and being accessible to the senses. For example, a person may have no direct information 

about the endowments of universities, because this information is usually confidential. The 

endowment of a university may be reflected in how often it is mentioned in the newspaper. 

The more often a name occurs in the newspaper, the more likely it is that a person will hear 

of this name. Because the newspaper serves as a mediator, a person may infer the 

inaccessible endowment criterion. 

Goldstein and Gigerenzer (2002) report an interesting counterintuitive implication 

of the recognition heuristic: the less-is-more effect. They provide the following thought 

experiment: Three Parisian sisters receive the bad news that they have to take a test on the 

hundred largest German cities at their lycée. The test will consist of randomly drawn pairs 

of cities, and the task will be to choose the more populated city. The youngest sister has 

never heard of Germany (nor any of its cities) before. The middle recognizes half of the 

hundred largest cities from what she has overheard in the family salon. The elder sister has 

been furiously studying for her baccalaureate and has heard of all of the hundred largest 

cities in Germany. The city names the middle sister has overheard belong to rather large 

cities. In fact, the 50 cities she recognizes are larger than the 50 cities she does not 

recognize in about 80 percent of all possible pairs (the recognition validity α is 0.8). The 

middle and elder sisters not only recognize the names of cities but also have some 
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knowledge beyond recognition. When they recognize two cities in a pair, they have a 60 

percent probability of correctly choosing the larger one (the knowledge validity β is 0.6, 

whereas a β of 0.5 would mean that they have no useful further knowledge). Which of the 

three sisters will score highest on the test if they all rely on the recognition heuristic 

whenever they can? The youngest sister can do nothing but to guess on every question. The 

oldest sister relies on her knowledge (β) on every question and scores 60 percent correct. 

Surprisingly, the middle sister, who has half of the knowledge of her older sister, scores the 

greatest proportion of correct inferences (nearly 68 percent correct) since she is the only 

one who can use the recognition heuristic. Furthermore, she can make the most of her 

ignorance because she happens to recognize half of the cities, and this allows her to use the 

recognition heuristic most often. The recognition heuristic leads to a paradoxical situation 

in which those who know more exhibit lower inferential accuracy than those who know 

less. Goldstein and Gigerenzer call this the less-is-more effects. Furthermore, they 

conclude that there will be a less-is-more effect whenever α > β, that is, whenever the 

accuracy of mere recognition is greater than the accuracy achievable when both objects are 

recognized. 

Goldstein and Gigerenzer present a further application of the recognition heuristic. 

They showed students in Germany and the United States lists of pairs of German and 

American cities. Each group was equally skilled at picking the city with the larger 

population of each pair, despite differences in familiarity in the other country's geography. 

The researchers created an exhaustive list of city pairings, having the participants make 

forced-choice judgments of which city in each pair was larger. They found that when a 

participant recognized only one city in a pair, she judged that city as larger about 90 

percent of the time. Thus the students were able to pick the right answers most of the time 

because they used the recognition heuristic, according to which the more recognizable city 

had a higher value (Gigerenzer and Goldstein, 1996; Goldstein and Gigerenzer, 1999 and 

2002). Interestingly, in a different study a less-is-more effect was demonstrated with 

German students who scored higher when tested on American cities than on German ones 

(Hoffrage, 1995; see also Gigerenzer, 1993). 

Although the recognition heuristic has earned enormous scientific attention it is still 

seen as very controversial. For example, Kahneman and Frederick (2002) describe how the 

recognition heuristic is a challenge to dual-process theories of judgment, because it doesn’t 



Behavioral Finance and Agent-Based Computational Economics 50 

fit well into most prominent classification schemes for heuristic processing. Furthermore, 

Oppenheimer (2003) argues that by using the thirty largest German cities as their sample, 

Goldstein and Gigerenzer (2002) conflated recognition with the knowledge that the city 

was large. Thus most people not only recognize the city Berlin, but they also know that 

Berlin is one of the largest cities in Germany. Therefore, it is impossible to determine 

whether the judgments were due to mere recognition or rather from knowledge that the 

recognized cities were large. Under these conditions almost any model of judgment, simple 

or complex, would predict similar results. Since Goldstein and Gigerenzer (1999) clearly 

assert that the level of recognition is not important in using the recognition heuristic (“the 

distinction relevant for the recognition heuristic is that between unrecognized objects and 

everything else”) and they discuss the “inconsequentiality of further knowledge” as an 

essential feature to maintain the frugality of the heuristic. Accordingly, an individual using 

the recognition heuristic should judge a recognized city as larger than an unknown one 

even if the recognized city is known to be small. To test this counterintuitive prediction 

Oppenheimer (2003) asked fifty participants to judge populations of local cities that were 

known to be small, as compared to made-up cities (which, by virtue of being fictional, 

were unrecognizable). Oppenheimer’s results did not support the predictions of the 

recognition heuristics as reported by Goldstein and Gigerenzer (1999) and he concludes 

that although individuals do use recognition as a cue for size estimations, they do so in a 

more complicated manner. Individuals appear to make attributions about their mental state 

of recognition, and perform some kind of Bayesian discounting based upon that attribution. 

Thus the recognition heuristic may simply not be as fast or frugal as it was originally 

postulated. 

Newell and Shanks (2004) document two experiments where they sought to 

distinguish between the claim that recognition of an object is treated simply as a cue 

among others for the purpose of decision making in a cue-learning task and the claim that 

recognition is attributed with a special status of fundamental, non compensatory properties. 

Results of both experiments supported the former interpretation. When recognition had a 

high predictive validity, the majority of participants relied solely on it. When other cues in 

the environment had higher validity, recognition was ignored, and these other cues were 

used. The results provide insight into when, where, and why recognition is used in decision 
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making and also question the elevated status assigned to recognition in some frameworks 

as the one by Goldstein and Gigerenzer (2002). 

Newell, Weston and Shanks (2003) generally criticize the “fast-and-frugal” 

heuristics approach to decision making under uncertainty advocated by Gigerenzer and 

colleagues (for example Gigerenzer and Goldstein, 1996). They state that this framework 

has achieved great popularity despite a relative lack of empirical validation and report two 

experiments that examine the use of one particular heuristic (“take-the-best”). In both 

experiments the majority of participants adopted frugal strategies, but only one-third (33 

percent) behaved in a manner completely consistent with take-the-best’s decision rules. 

Furthermore, a significant proportion of participants in both experiments adopted a non-

frugal strategy in which they accumulated more information than was predicted by the 

theory. These results provide an insight into the conditions under which different heuristics 

are used, and question the predictive power of the fast-and-frugal approach. 

 

2.2.2 Beliefs 

Belief is a representational mental state that takes the form of a propositional attitude. 

Belief is considered propositional in that it is an assertion, claim or expectation about 

reality.7 Cognitive psychologists have documented many patterns regarding how people 

form their expectations. Furthermore this is a crucial component of any model of financial 

markets. 

 

2.2.2.1 Overconfidence 

A huge amount of evidence shows that people are overconfident in their judgments. In 

their summary of the “microfoundations” of behavioral finance, DeBondt and Thaler 

(1995) assert that “perhaps the most robust finding in the psychology of judgment is that 

                                                 
7 Belief (2004, November 28). Wikipedia: The Free Encyclopedia. Retrieved December 21, 2004, from URL: 

http://en.wikipedia.org/wiki/Belief 
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people are overconfident”. Evidence of overconfidence has been investigated in different 

contexts. 

Studies of the calibration of subjective probabilities found that people tend to 

overestimate the precision of their knowledge (see Lichtenstein, Fischhoff , and Phillips 

(1982) for a review of the calibration literature). First, when people are asked to forecast 

quantities, for example the level of the Dow Jones stock market index, they tend to assign 

too narrow confidence intervals to their estimates. Alpert and Raiffa (1982) report that 

their 98 percent confidence intervals include the true quantity only about 60 percent of the 

time. Second, people are poorly calibrated when estimating probabilities: according to 

Fischhoff, Slovic and Lichtenstein (1977) events they think are certain to occur actually 

occur only around 80 percent of the time, and events they consider impossible occur 

approximately 20 percent of the time. Odean (1998b) reports that overconfidence has been 

observed in many professional fields. Clinical psychologists (Oskamp, 1965), physicians 

and nurses (Christensen-Szalanski and Bushyhead, 1981; Baumann, Deber, and 

Thompson, 1991), investment bankers (Staël von Holstein, 1972), engineers (Kidd, 1970), 

entrepreneurs (Cooper, Woo, and Dunkelberg, 1988), lawyers (Wagenaar and Keren, 

1986), negotiators (Neale and Bazerman, 1990), and managers (Russo and Schoemaker, 

1992) have all been observed to exhibit overconfidence in their judgments. The best 

established finding in the calibration literature is that people tend to be overconfident in 

answering questions from moderate to extreme diffi culty (Fischhoff , Slovic, and 

Lichtenstein (1977); Lichtenstein, Fischhoff , and Phillips, 1982; Yates, 1990; Griffi n and 

Tversky, 1992). Exceptions to overconfidence in calibration are that people tend to be 

underconfident when answering easy questions, and they tend to be well-calibrated when 

predictability is high and when performing repetitive tasks with fast, clear feedback. For 

example, expert bridge players (Keren, 1987), race-track bettors (Dowie, 1976; Hausch, 

Ziemba, and Rubinstein, 1981) and meteorologists (Murphy and Winkler, 1984) tend to be 

well calibrated. 

Miscalibration is only one manifestation of overconfidence. Researchers also find 

that people overestimate their ability to do well on tasks and these overestimates increase 

with the personal importance of the task (Frank, 1935). People are also unrealistically 

optimistic about future events. They expect good things to happen to them more often than 

to their peers (Weinstein, 1980; Kunda, 1987). They are even unrealistically optimistic 
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about pure chance events (Marks, 1951; Irwin, 1953; Langer and Roth, 1975). For 

example, Ito (1990) reports evidence that participants in foreign exchange markets are 

more optimistic about how exchange rate moves will affect them than how they will affect 

others. Over two years the Japan Center for International Finance conducted a bi-monthly 

survey of foreign exchange experts in 44 companies. Each was asked for point estimates of 

future yen/dollar exchange rates. The experts in import-oriented companies expected the 

yen to appreciate (which would favor their company), while those in export-oriented 

companies expected the yen to fall (which would again favor their company). 

Furthermore people tend to have unrealistically positive self-evaluations 

(Greenwald, 1980). Most individuals see themselves as better than the average person and 

most individuals see themselves better than others see them (Taylor and Brown, 1988). 

They rate their abilities and their prospects higher than those of their peers. In the social 

psychology literature this is a prominent stylized fact, also known as the better-than-

average effect. For example, when a sample of U.S. students with an average age of 22 

years assessed their own driving safety, 82 percent judged themselves to be in the top 30 

percent of the group (Svenson, 1981). Also a modest 51 percent of a group of older 

Swedish students with an average age of 33 years placed themselves in the top 30 percent 

of their group. According to Cooper, Woo, and Dunkelberg (1988) 81 percent of 2994 new 

business owners thought their business had a 70 percent or better chance of succeeding but 

only 39 percent thought that any business like theirs would be this likely to succeed. Thus 

when individuals assess their relative skills, they tend to overstate their competence 

relative to the average (Larwood and Whittaker, 1977; Svenson, 1981). Alicke et al. (1995) 

present research in which people compare themselves with an average peer. The results 

have consistently shown that people evaluate themselves more favourably than they 

evaluate others. Seven studies were conducted to demonstrate that the magnitude of this 

better-than-average effect depends on the level of abstraction in the comparison. These 

studies showed that people were less biased when they compared themselves with an 

individualized target than when they compared themselves with a non-individualized 

target, for example the average college student. The better-than-average effect was reduced 

more when the observer had personal contact with the comparison target than when no 

personal contact was established. Differences in the magnitude of the better-than-average 

effect could not be attributed to the contemporaneous nature of the target's presentation, 
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communication from the target, perceptual vividness, implied evaluation, or perceptions of 

similarity. This effect extends to economic decision-making in experiments (Camerer and 

Lovallo, 1999). 

Additionally people overestimate their own contributions to past positive outcomes, 

recalling information related to their successes more easily than that related to their 

failures. Fischhoff (1982) writes that “ they even misremember their own predictions so as 

to exaggerate in hindsight what they knew in foresight" (see also section 2.2.1.6 on the 

hindsight bias). And when people expect a certain outcome and the outcome then occurs, 

they often overestimate the degree to which they were influential in bringing it about 

(Miller and Ross, 1975). Taylor and Brown (1988) argue that exaggerated beliefs in one's 

abilities and unrealistic optimism may lead to “higher motivation, greater persistence, more 

effective performance, and ultimately, greater success." Moreover, they report that these 

illusions appear to promote other criteria of mental health, including the ability to care 

about others, the ability to be happy or content, and the ability to engage in productive and 

creative work. These strategies may succeed, in large part, because both the social world 

and cognitive-processing mechanisms impose filters on incoming information that distort it 

in a positive direction. Thus negative information may be isolated and represented as 

unthreatening as possible. These positive illusions may be especially useful when an 

individual receives negative feedback or is otherwise threatened and may be especially 

adaptive under these circumstances. Nevertheless these beliefs can also lead to biased 

judgments. 

Barberis and Thaler (2003) note that overconfidence may in part be related or stem 

from two other biases, namely self-attribution bias and hindsight bias. Self-attribution bias 

refers to a people’s tendency to ascribe any success they have in some activity to their own 

talents, while blaming failure on bad luck, rather than on their incompetence. When doing 

this repeatedly, this will lead people to the pleasing but wrong conclusion that they are 

very talented. For example, according to Gervais and Odean (2001) investors might 

become overconfident after several quarters of investing success. As described in section 

2.2.1.6, hindsight bias is the tendency of people to believe, after an event has occurred, that 

they already predicted this event before it happened. Barberis and Thaler (2003) conclude 

that when people think they predicted the past better than they actually did, they may also 

believe that they can predict the future better than they actually can. 
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Overconfidence can lead to increased trading activity. Odean (1999) provides 

evidence that trading volume is in general too high. Odean argues that some investors trade 

too much because they are overconfident. A particular striking finding is that when 

predictability of future events is low (as in financial markets), overconfidence seems to be 

even higher for experts than for novices. Another interesting finding is that men tend to be 

more overconfident than women. This manifests itself in many ways, including trading 

behavior. Barber and Odean (2001) recently analyzed the trading activities of people with 

discount brokerage accounts. They found that the more people traded, the worse they did, 

on average. Additionally, men traded more, and did worse, than women investors. 

However, Hirshleifer (2001) states that behavioral finance seems to have focused primarily 

on miscalibration of private information (overestimation of the precision, i.e. too high 

mean, too narrow variance). 

 

2.2.2.2 Belief Perseverance and Confirmatory Bias 

There is a range of research suggesting that once people have formed strong hypotheses, 

they are often inattentive to new information contradicting their hypotheses. According to 

Lord, Ross and Lepper (1979) people are attached to their initial opinions too tightly and 

for too long. At least two effects appear to be at work. First, people are reluctant to search 

for evidence that contradicts their beliefs. Secondly, even if they find such evidence, they 

treat it with excessive skepticism. For example, once someone is convinced that one 

investment strategy is more profitable than another, she may not be sufficiently attentive to 

evidence suggesting that the strategy is flawed. 

Perkins (1981) provides support for the perspective that ”fresh” thinkers may be 

better at seeing solutions to problems than people who have meditated at length on the 

problems, because the fresh thinkers are not overwhelmed by the “interference” of old 

hypotheses. Psychological evidence reveals a stronger and more provocative phenomenon, 

known as confirmatory bias: People tend to misread or misinterpret evidence as additional 

support for initial hypotheses. For example if a teacher initially believes that one student is 

smarter than another, she has the tendency to confirm that hypotheses when interpreting 

later performance (Rabin, 1998; Barberis and Thaler, 2003). 
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Substantiation for the confirmatory bias is a series of experiments, which confront 

people, who initially differ in their beliefs on a topic, with the same ambiguous 

information. The counterintuitive result is polarization, i.e. their beliefs move further apart 

(Lord, Ross and Lepper, 1979; Darley and Gross, 1983; Plous, 1991). Lord, Ross and 

Lepper (1979) selected twenty-four proponents and twenty-four opponents to the death 

penalty based on questionnaire information. Then each of the groups were asked to judge 

the merits of randomly selected studies on the deterrent efficacy of the death penalty, and 

to state whether a given study provided evidence for or against the deterrence hypothesis. 

Both groups thought that most of the relevant research supported their own beliefs. Lord, 

Ross and Lepper found that proponents of the death penalty became on average more in 

favor of the death penalty believing more in its deterrent efficacy, while opponents became 

even less in favor of the death penalty and believed even less in its deterrent efficacy. 

Rabin and Schrag (1999) explore the confirmatory bias in a symmetric model in 

which exactly one of two hypotheses is true. They are able to show that the confirmatory 

bias induces overconfidence: Given any probabilistic assessment by an agent that one of 

the hypotheses is probably true, the appropriate beliefs should deem it less likely to be true. 

When the agent believes relatively weakly in a hypothesis after receiving extensive 

information, the hypothesis in which he believes, may be more likely to be wrong than 

right. If the confirmatory bias is strong enough, with positive probability the agent may 

eventually come to believe with close certainty in a false hypothesis even after receiving an 

infinite amount of information. 

 

2.2.2.3 Optimism and Wishful Thinking 

According to Weinstein (1980) most people display unrealistically rosy views of their 

abilities and prospects. Typically, over 90 percent of those surveyed think they are above 

average in such domains as driving skill (Svenson, 1981), ability to get along with people 

and sense of humor (see also section 2.2.2.3 on overconfidence). Furthermore people 

display a systematic planning fallacy: they predict that tasks (such as writing papers) will 

be completed much sooner than they actually are (Buehler, Griffin and Ross, 1994; 

Barberis and Thaler, 2003). 
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2.2.3 Preferences 

This section discusses the psychological research on how people modify their utility 

functions, which are used as a concept by economists. The assumptions about investor 

preferences, or about how investors evaluate risky gambles, are a crucial feature of any 

model trying to understand asset pricing and trading behavior. The vast majority of models 

assume that investors evaluate gambles according to the expected utility framework 

introduced by von Neumann and Morgenstern (1944). Von Neumann and Morgenstern are 

able to show theoretically that if preferences satisfy a number of reasonable axioms, in 

particular completeness, transitivity, continuity, and independence, then they can be 

represented by the expectation of a utility function (Barberis and Thaler, 2003). 

Unfortunately, related experimental research in the decades after von Neumann and 

Morgenstern (1944) has provided convincing evidence that people systematically violate 

expected utility theory when they are forced to choose among risky gambles. As a reaction 

to this, there has been an explosion of research on so-called non-expected utility theories, 

with the goal to develop functions which better match the experimental evidence. 

Prominent research models include weighted-utility theory (Chew and MacCrimmon, 

1979; Chew, 1983), implicit expected utility (Chew, 1989; Dekel, 1986), disappointment 

aversion (Gul, 1991), regret theory (Bell, 1982; Loomes and Sugden, 1982), rank-

dependent utility theories (Quiggin, 1982; Segal, 1987, 1989; Yaari, 1987), and prospect 

theory (Kahneman and Tversky, 1979; Tversky and Kahneman, 1992). 

According to Barberis and Thaler (2003) expected utility theory may be a good 

approximation to people’s evaluation of a risky gamble like the stock market, even if it 

does not explain attitudes to the kinds of gambles studied in experimental settings. 

Nevertheless, the difficulties that the expected utility approach has encountered in trying to 

explain basic facts about the stock market suggests that it is fruitful to look at the 

experimental evidence. Moreover, recent work in behavioral finance has stated that some 

of the lessons which one can learn from violations of expected utility are central to the 

understanding of a number of financial phenomena. Thus financial economists should be 

more than interested in any of these alternatives to expected utility. 
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2.2.3.1 Prospect Theory 

Prospect theory (Kahneman and Tversky, 1979; Tversky and Kahneman, 1992) is one of 

the most promising non-expected utility theories for financial applications. Furthermore, it 

is the most successful in capturing the experimental evidences. Most of the other non-

expected utility models may be called quasi-normative theories, since they try to capture 

some of the anomalous experimental evidence by weakening the von Neumann and 

Morgenstern (1944) axioms. The difficulty of this approach is that in trying to achieve two 

goals, to be normative and descriptive, the models end up being unsatisfactory in both 

criteria. Quite the opposite, prospect theory has no ambitions as a normative theory since it 

simply tries to capture people’s attitudes towards risky gambles as parsimoniously as 

possible. In fact, Tversky and Kahneman (1986) argue convincingly that normative 

approaches are doomed to fail, since people routinely make choices that are impossible to 

justify on normative grounds, because they violate dominance or invariance. 

Kahneman and Tversky (1979) design the original version of prospect theory for 

gambles with at most two non-zero outcomes. They propose that when offered the gamble 

“get outcome x with probability p, outcome y with probability q”, as defined in equation 

(4), with x ≤ 0 ≤ y or y ≤ 0 ≤ x, people assign it a value as defined in equation (5). 

 

)  ;( y, qx, p  (4) 

 

)()()()( yqxp υπυπ +  (5) 

 

When choosing between different gambles, people pick the one with the highest value. The 

results of Kahneman and Tversky’s (1979) experiments are shown in figure 3 and 4. 

Kahneman and Tversky’s formulation has a number of important characteristics. 

First, utility is defined over gains and losses rather than over final wealth positions, an idea 

first proposed by Markowitz (1952). In the words of the authors, one of the predictions of 

prospect theory is that “a person who has not made peace with his losses is likely to accept 

gambles that would be unacceptable to him otherwise" (Kahneman and Tversky, 1979, p. 

287). This naturally fits with the way gambles are often presented and discussed in real 

life. 



Behavioral Finance and Agent-Based Computational Economics 59 

Overwhelming evidence shows that humans are often more sensitive to how their 

current situation differs from some reference level than to the absolute characteristics of 

the situation (Helson, 1964). For example, the same temperature that feels cold when one 

is adapted to hot temperatures may appear hot when one is adapted to cold temperatures. 

Understanding that people are often more sensitive to changes than to absolute levels 

suggests that economists have to incorporate additional factors into their utility analysis, 

such as habitual levels of consumption. For example, instead of utility at time t, which 

depends solely on present consumption ct, utility may additionally depend on a reference 

level rt, which is determined by factors like past consumption or expectations of future 

consumptions (Rabin, 1998). 

 

 

Figure 3: Kahneman and Tversky’s (1979) empirically evaluated value function υ  (from Barberis 

and Thaler, 2003). υ  is concave in the domain of gains, while convex and steeper in the domain of 

losses. This indicates risk seeking behavior for losses and risk averse behavior for gains. 
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Figure 4: Kahneman and Tversky’s (1979) empirically evaluated probability weighting function π  

(from Barberis and Thaler, 2003). Small probabilities are overweighted, since people are more 

sensitive to differences in probabilities at higher probability levels. In particular, people place much 

more weight on outcomes that are certain relative to outcomes that are merely probable, a feature 

sometimes known as the “certainty effect”. 

 

Kahneman and Tversky’s (1979) formulation of prospect theory is in general 

consistent with the way people perceive attributes such as brightness, loudness, or 

temperature relative to earlier levels of cognition, rather than in absolute terms. 

Furthermore Kahneman and Tversky (1979) describe the following violation of expected 

utility as evidence that people focus on gains and losses. In their experiments subjects are 

asked:8 

 

In addition to whatever you own, you have been given 1000 (with probability 0.5). Now 

choose between 

 

A = (1000, 0.5) 

B = (500, 1). 

 

B was the more frequent choice. The same subjects were then again asked: 

                                                 
8 All the experiments are conducted in terms of Israeli currency; the authors note that at the time of their 

research, the median monthly family income was about 3000 Israeli lira. 
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In addition to whatever you own, you have been given 2000. Now choose between 

 

C = (−1000, 0.5) 

D = (−500, 1). 

 

Now C was more popular. Both problems lead to identical final wealth positions, but 

people choose differently. The subjects apparently focus more on gains than losses. 

Nevertheless, when they are not given any information about prior winnings, they choose 

B over A and C over D. 

According to Barberis and Thaler (2003) the second important feature of prospect 

theory is the shape of the value function υ  since it exhibits concavity in the domain of 

gains and convexity in the domain of losses, both measured relative to the point of 

reference (figure 3). The value function is also steeper in the loss domain. Thus Kahneman 

and Tversky’s (1979) value function indicates risk seeking behavior for losses and risk 

averse behavior for gains. Simple evidence for this outcome is derived from the already 

mentioned fact that in the absence of any information about prior winnings a statistically 

significant larger fraction of subjects preferred B to A and C to D. Furthermore the value 

function υ  shows a kink at the origin, which indicates a greater sensitivity to losses than to 

gains, a feature known as loss aversion. Loss aversion is introduced to capture aversion to 

bets in the form of (see also equation 4): 

 

E = (110, ½; -100, ½) 

 

Game E should be read as “a statistically significant fraction of Kahneman and Tversky’s 

subjects preferred the bet to win 110, with probability ½; G1 to G2.”Even to understand 

attitudes to games as simple as E, it is necessary to depart from the expected utility 

framework of von Neumann and Morgenstern (1944). In his remarkable paper, Rabin 

(2000) shows that if an expected utility maximizer rejects gamble E at all wealth levels, 

then he will also reject game F: 

 

F = (20000000, ½; -1000, ½) 
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This is an absolutely questionable prediction. Rabin (2000) provides a theorem showing 

that expected utility theory in general is an utterly implausible explanation for appreciable 

risk aversion over modest stakes: Within expected utility theory, for any concave utility 

function, even very little risk aversion over modest stakes implies an absurd degree of risk 

aversion over large stakes. The intuition is simple: if a smooth, increasing, and concave 

utility function defined over final wealth has sufficient local curvature to reject E over a 

wide range of wealth levels, it must be an extraordinarily concave function, making the 

investor extremely risk averse over large stake gambles. 

The final important feature of prospect theory is the nonlinear probability 

transformation. Small probabilities are overweighted, so that the probability weighting 

function equals π (p)>p. This is deduced from Kahneman and Tversky’s (1979) finding 

that a statistically significant fraction of subjects preferred the game (5000, 0.001) to (5, 1) 

and (-5, 1) to (-5000, 0.001) together with the earlier assumption that the value function υ  

is concave (convex) in the domain of gains (losses). Furthermore, people are more 

sensitive to differences in probabilities at higher probability levels. Thus a 20 percent jump 

in probability from 0.8 to 1 is more striking to people than a 20 percent jump from 0.2 to 

0.25. In particular, people place much more weight on outcomes that are certain, relative to 

outcomes that are merely probable, a feature sometimes known as the “certainty effect”. 

Kahneman and Tversky’s (1979) are not just able to capture experimental evidence. 

Prospect theory is also able to explain preferences for insurance and for buying lottery 

tickets. Even though the concavity of the value function υ  in the region of gains generally 

produces risk aversion, for example, lotteries, which offer a small chance of a large gain, 

the overweighting of small probabilities (probability weighting function π ) dominates, 

which leads to risk seeking behavior. On the other hand, while the convexity of the value 

function υ  in the region of losses typically leads to risk seeking, the same overweighting 

of small probabilities induces risk aversion over gambles which have a small chance of a 

large loss (Barberis and Thaler, 2003). In more recent research Tversky and Kahneman 

(1992) also present a generalization of prospect theory which can be applied to gambles 

with more than two outcomes. Furthermore, they use experimental evidence to estimate a 

coefficient of loss aversion (λ ), a measure of the relative sensitivity to gains and losses. 
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Over a wide range of experimental contexts λ  has been estimated to be equal to 

approximately 2 (or λ =2.25, as suggested by Tversky and Kahneman, 1992). 

To fully describe the decision making process, prospect theory often needs to be 

combined with an understanding of “mental accounting” (Thaler, 1985, 1990 and 1999; see 

section 2.2.3.3). One needs to understand when individuals faced with separate gambles 

treat them as separate gains and losses and when they treat them as one, pooling them to 

produce one gain or loss (Mullainathan and Thaler, 2000). 

 

2.2.3.2 Framing 

People often lack stable preferences that are robust to different ways of eliciting those 

preferences. The most prominent set of research that provides an interpretation of this type 

of choice behavior is related to framing effects: Two logically but not transparently 

equivalent statements of a problem lead decision makers to choose different options 

(Rabin, 1998). 

An important feature of prospect theory is that it can accommodate the effects of 

problem description or framing. There are numerous demonstrations of a 30 percent to 40 

percent shift in preferences depending on the presentation of a problem. No normative 

theory of choice can accommodate such behavior since a first principle of rational choice is 

that choices should be independent of the problem description or representation (Barberis 

and Thaler, 2003). 

Framing refers to the presentation of a problem to the decision maker. In many 

actual choice contexts the decision maker also has flexibility in how to think about the 

problem. For example, suppose that a gambler goes to the race track and wins $200 in his 

first bet, but then loses $50 on his second bet. The gambler can now code the outcome of 

the second bet as a loss of $50 or as a reduction in his recently won gain of $200. In other 

words, is the utility of the second loss υ (−50) or υ (150) − υ (200)? The process by which 

people formulate such problems for themselves is called “mental accounting” (Thaler, 

1999a and 2000). Mental accounting matters since in prospect theory, υ  is nonlinear. 

Ritter (2003) documents interesting evidence where framing makes a big 

difference. He starts out with a simple valuation question. Then he lists some specific 
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assumptions about a hypothetical firm, and the final question to answer is, ‘‘How much is 

the equity of this firm worth?’’ 

 

Assumptions: The inflation rate is 6%, and the equity risk premium is zero, so the 

nominal cost of capital is 10% (a real cost of capital of 4%). The firm wants to keep 

the real value of its debt unchanged, so it must increase the nominal amount of debt 

by 6% each year. There is no real growth, and all free cash flow (if any) is paid out 

in dividends. 

 

Revenue $1,200,000 

Cost of goods sold $600,000 

Administrative expenses $400,000 

Interest expense $200,000 

Taxes $0 

After-tax profits $0 

Debt $2,000,000 

Book equity $1,500,000 

Shares outstanding 10,000 

Interest rate on debt 10% 

 

According to Ritter (2003), with inflation at 6 percent and $2 million in debt, the firm must 

issue $120,000 more debt next year to keep the real value of its debt constant. This cash 

can be used to pay dividends, which would be equal to $12 per share. Equation (6) gives 

the stock price assuming a growing perpetuity. Using equation (6) with interest rate 

r=10 percent and growth g=6 percent, P=$12 / (0.10 - 0.06)=$300 per share. 
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1

gr

DIV
P

−
=  (6) 

 

Thus the equity is worth $3 million, or the mentioned $300 per share. Earnings are zero 

because the accountants treat nominal interest expense as a cost, but they do not treat the 

inflation induced decrease in the real value of debt as a benefit to equity holders. In other 
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words, the real economic earnings are higher than the accounting earnings, because 

accountants measure the cost of debt financing, but not the benefit to equity holders, when 

there is inflation. 

This is an example of where framing makes a difference. Nominal interest expense 

appears on the income statement. The decrease in the real value of nominal liabilities due 

to inflation does not appear on the income statement. Because it does not appear, investors 

do not take it into account and therefore undervalue equities when inflation is high. If the 

market makes this mistake, then stocks become riskier, because they fall more than they 

should when inflation increases, and they rise more than they should when inflation 

decreases. Over a full inflation cycle, these two effects balance out, which is why stocks 

are less risky in the long run than they are in the short run (Siegel, 1998). 

Modigliani and Cohn (1979) argued that the US stock market was grossly 

undervalued in the mid and late 1970s because investors had irrational beliefs about 

earnings, given the high inflation at that time. Ritter and Warr (2002) investigate the effect 

of declining inflation on the bull market of 1982-1999. In their work they conduct an out-

of-sample test of the Modigliani-Cohn hypothesis. Their results suggest that part of the bull 

market of the 1980s was attributable to a recovery from the undervaluation. Furthermore 

they argue that the continued stock market rise in the 1990s was an overshooting and the 

stock market became overvalued. They also predicted that 2000-2002 would have low 

stock returns. Ritter (2003) states that, fortunately, he believed in his own research, and 

had much of his retirement assets in inflation-indexed bonds for the last three years. These 

have been the best-performing asset class. 
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2.2.3.3 Mental Accounting 

“A former colleague of mine, a professor of finance, prides himself on being a 

thoroughly rational man. Long ago he adopted a clever strategy to deal with life's 

misfortunes. At the beginning of each year he establishes a target donation to the 

local United Way charity. Then, if anything untoward happens to him during the 

year, for example an undeserved speeding ticket, he simply deducts this loss from 

the United Way account. He thinks of it as an insurance policy against small 

annoyances.” 

Richard H. Thaler (1999a) 

The preceding anecdote illustrates the cognitive process called mental accounting. People 

act as if they associate different classes of risky assets to different mental accounts (for 

example bonds and stocks, see Thaler, 1990 and 1999). 

Tversky and Kahneman (1981) define a mental account quite narrowly as “an 

outcome frame which specifies (i) the set of elementary outcomes that are evaluated jointly 

and the manner in which they are combined and (ii) a reference outcome that is considered 

neutral or normal” (typically the reference point is the status quo). According to this 

definition, a mental account is a frame for evaluation. Thaler (1999a) uses the term “mental 

accounting” to describe the entire process of coding, categorizing, and evaluating events. 

In their later work Kahneman and Tversky (1984) propose three ways that outcomes might 

be framed: in terms of a minimal account, a topical account, or a comprehensive account. 

Comparing two options using the minimal account entails examining only the differences 

between the two options, disregarding all their common features. A topical account relates 

the consequences of possible choices to a reference level that is determined by the context 

within which the decision arises. A comprehensive account incorporates all other factors 

including current wealth, future earnings, possible outcomes of other probabilistic 

holdings, etc. Thus economic theory generally assumes that people make decisions using 

the comprehensive account. The following example from Tversky and Kahneman (1981) 

illustrates that mental accounting is topical: 
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Imagine that you are about to purchase a jacket for ($125)[$15] and a calculator 

for ($15)[$125]. The calculator salesman informs you that the calculator you wish 

to buy is on sale for ($10)[$120] at the other branch of the store, located 20 

minutes drive away. Would you make the trip to the other store? 

 

When two versions of this problem are presented (one with the figures in parentheses, the 

other with the figures in brackets), most people say that they will travel to save the $5 

when the item costs $15 but not when it costs $125. If people use a minimal account frame 

they would be just asking themselves whether they are willing to drive 20 minutes to save 

$5, and would give the same answer in either version. Interestingly, a comparable analysis 

applies in the comprehensive account frame. If  W equals the existing wealth and W* 

equals existing wealth plus the jacket and calculator minus $140 then the choice comes 

down to the utility of W* plus $5 versus the utility of W* plus 20 minutes. This example 

illustrates an important general point: the way a decision is framed will not alter choices if 

the decision maker is using a comprehensive and wealth based analysis. Thus framing does 

alter choices in the real world because people make decisions gradually and are influenced 

by the context of the choice (Thaler, 1999a). 

One important feature of mental accounting is narrow framing, which is the 

tendency to treat individual gambles separately from other portions of wealth. For 

example, when offered a gamble, people often evaluate it as if it is the only gamble they 

face in the world, rather than merging it with already presented bets to see if the new bet is 

a worthwhile addition (Barberis and Thaler, 2003). 

Shefrin and Statman (2000) apply mental accounting to asset allocation and present 

their notion of a behavioral portfolio theory. The result of investors who connect different 

classes of risky assets to different mental accounts is the construction of a layered 

portfolio. According to Shefrin and Statman behavioral based portfolios resemble layered 

pyramids, where layers are associated with objectives. Thus when such a portfolio is 

segregated into multiple mental accounts, covariances among mental accounts are 

overlooked and the investors can be simultaneously risk averse and risk seeking: they buy 

both bonds and lottery tickets. 
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2.2.3.4 Ambiguity Aversion 

The experimental evidence described so far has focused on understanding how people act 

when the outcomes of gambles have known objective probabilities. In reality, probabilities 

are rarely objectively known. Therefore Savage (1954) developed a counterpart to 

expected utility known as Subjective Expected Utility. Under certain axioms of Subjective 

Expected Utility, preferences can be represented by the expectation of a utility function, 

weighted by an individual’s subjective probability assessment. Nevertheless, experimental 

evidence in the last few decades did not substantiate the predictions of Subjective Expected 

Utility . 

The classic experiment by Ellsberg (1961) describes the so called Ellsberg 

paradoxes, which suggest that people are averse to ambiguity, causing them to make 

irrational choices. In Ellsberg’s experiments (1961) there are two urns, numbered with one 

and two. Urn two contains a total of 100 balls, 50 red and 50 blue. Urn one also contains 

100 balls, again a mix of red and blue, but the subject does not know the proportion of 

each. Subjects are now asked to choose one of the following two gambles a1 and a2, each 

of which involves a possible payment of $100, depending on the color of a ball drawn at 

random from the relevant urn. 

 

a1 : a ball is drawn from Urn 1, $100 if red, $0 if blue, 

a2 : a ball is drawn from Urn 2, $100 if red, $0 if blue. 

 

Subjects are then also asked to choose between the following two gambles b1 and b2: 

 

b1 : a ball is drawn from Urn 1, $100 if blue, $0 if red, 

b2 : a ball is drawn from Urn 2, $100 if blue, $0 if red. 

 

a2 is typically preferred to a1, while b2 is chosen over b1. These choices are inconsistent 

with Subjective Expected Utility since the choice of a2 implies a subjective probability that 

less than 50 percent of the balls in urn one are red, while the choice of b2 implies the 

opposite. Thus the experiment suggests that people do not like situations where they are 

uncertain about the probability distribution of a gamble. Such situations are known as 
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situations of ambiguity, and the general dislike for them is known as ambiguity aversion. 

Interestingly, Knight (1921) provides an early discussion of this aversion. He defines risk 

as a gamble with known distribution and uncertainty as a gamble with unknown 

distribution, and suggests that people dislike uncertainty more than risk. Subjective 

Expected Utility does not allow agents to express their degree of confidence about a 

probability distribution and therefore cannot capture such aversion. 

Ambiguity aversion appears in a wide variety of contexts and has been confirmed 

in market experimental settings. It seems to reflect a more general tendency for emotions 

such as fear to affect risky choices (Peters and Slovic, 1996). Camerer (1995) suggests that 

ambiguity aversion may improperly increase risk premia improperly when new financial 

markets are introduced, because of the layering of uncertainty of both the structure of the 

economic environment and the structure of the resulting outcomes. A possible explanation 

for ambiguity aversion is that the absence of an identifiable parameter of the decision 

problem may often be associated with higher risk and the possibility of hostile 

manipulation. Heath and Tversky (1991) argue that in the real world ambiguity aversion 

has much to do with how competent an individual feels at assessing the relevant 

distribution. Ambiguity aversion over a bet can be strengthened by highlighting 

individuals’ feelings of incompetence, either by showing them other bets in which they 

have more expertise, or by mentioning other people who are more qualified to evaluate the 

bet (Fox and Tversky, 1995). Further evidence that supports the competence hypothesis is 

that in situations where people feel especially competent in evaluating a gamble, the 

opposite of ambiguity aversion, namely a “preference for the familiar”, has been observed. 

Just as with ambiguity aversion, such behavior cannot be captured by the theory of 

Subjective Expected Utility (Hirshleifer, 2001; Barberis and Thaler, 2003). 

According to Daniel, Hirshleifer, and Teoh (2002) investors often do not participate 

in certain asset and security categories. In the absence of transaction costs, mean-variance 

optimization implies participating in all asset and security markets. For many years prior to 

the rise of mutual funds and defined contribution retirement plans, participation in the U.S. 

stock market was very incomplete (see for example Blume and Friend, 1975). Even now, 

many investors entirely neglect major asset classes such as commodities, stocks, bonds, 

real estate, and omit many individual securities within each class. Investors are strongly 

biased toward investing in stocks based in their own home country (see for example 
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Cooper and Kaplanis, 1994; Lewis, 1999). Mutual funds tend to invest locally, and earn 

higher returns on their local investments (Coval and Moskowitz, 2001), which is consistent 

with either rational processing of private information or with limited ability to process 

public information. Investors with more social ties are more likely to participate certain 

asset and security categories (Hong, Kubik and Stein, 2001). A possible source of non-

participation is aversion to ambiguity, as reflected in the Ellsberg paradox. For example, 

Sarin and Weber (1993) experimentally find that graduate business students and bank 

executives were averse to gambles with “ambiguous” probabilities relative to equivalent 

lotteries, and that this aversion affected market prices. Employees tend to invest in their 

own firm’s stocks and perceive this stock as low risk (Huberman, 1999). The degree to 

which they invest in their employer’s stock does not predict the stock’s future returns 

(Benartzi, 2001), suggesting that the investment is not based on superior inside knowledge 

of their own firm. 

 

2.2.3.5 Loss Aversion and the Disposition Effect 

A pervasive feature of reference dependence (see section 2.2.3.2), which is evident in a 

wide variety of domains, is that people are significantly more averse to losses than they are 

attracted to same-sized gains (Kahneman, Knetsch, and Thaler, 1990). As mentioned in 

section 2.2.3.1 on prospect theory (Kahneman and Tversky, 1979; Tversky and Kahneman, 

1992), such loss aversion is evident in preferences over wealth levels. Tversky and 

Kahneman (1991) suggest that in the domain of money people value modest losses roughly 

twice as much as equal sized gains. In addition to loss aversive behavior individual 

investors engage in mental accounting (Thaler, 1985), which can drive them to confuse the 

unpleasantness of experiencing an economic loss with the unpleasantness of realizing the 

loss. Both cognitive biases are related to the disposition effect, as confirmed by several 

studies of behavior in field and experimental markets, since investors are more prone to 

realize gains than losses (Rabin, 1998; Daniel, Hirshleifer, and Teoh, 2002). 

The disposition effect is the individual investor’s tendency to hold losers too long 

and sell winners too soon (Shefrin and Statman, 1985). In particular, Odean (1998a) shows 

that the individual investors who trade through a large discount brokerage firm tend to be 

more likely to sell their winners than their losers. Furthermore Odean shows that the stocks 



Behavioral Finance and Agent-Based Computational Economics 71 

that investors choose to sell subsequently outperform the stocks that investors retain. A 

substantial amount of the underperformance of the losers relative to the winners derives 

from the momentum effect, but momentum does not explain all of the underperformance of 

these investors. Interestingly, the individual investor behavior that Odean observes goes 

against the commonly known investing maxim: “Ride your winners and sell your losers”. 

This investing maxim may be designed as a corrective to individual biases. An open 

question is who is taking the opposite side of these individual investors’ transactions. 

There is some evidence consistent with institutional investors (for example mutual funds) 

buying high momentum stocks and selling low momentum stocks, but until now there is no 

direct evidence that links the sales of individual investors to the purchases of mutual funds. 

One relevant fact is that there are large flows into mutual funds which have experienced 

good past performance. Home sellers also appear to be loss averse in the way that they set 

prices. Their reluctance to sell at a loss relative to past purchase price may help to explain 

the strong positive correlation of volume with price movements (Genesove and Mayer, 

2001). 

Therefore, the disposition effect shows up in aggregate stock trading volume. 

During a bull market, trading volume tends to grow. If the market then turns down, trading 

volume tends to fall. For example, trading volume in the Japanese stock market fell by 

over 80 percent from the late 1980s to the mid-1990s. The fact that volume tends to fall in 

bear markets results in an increased level of systematic risk taken by the commission 

business of brokerage firms. An exceptional case is represented by the U.S. bear market 

beginning in April 2000, when aggregate stock market volume did not drop. This is 

apparently due to increased trading by institutions, since stock trading by individuals has, 

in fact, declined. The significant drop in transaction costs associated with the move to 

decimalization and technological advances partly accounts for this effect. Another reason 

is that many firms split their shares in late 1999 and the first half of 2000, which would 

have resulted in higher trading volume. The drop in commission revenue derived from 

individuals, as predicted by the disposition effect, has resulted in revenue declines for 

retail-oriented brokerage firms (Ritter, 2003). 
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2.2.3.6 Social Preferences 

“It is not from the benevolence of the butcher, the brewer, or the baker that we 

expect our dinner, but from their regard for their own interest. We address 

ourselves not to their humanity, but to their self-love, and never talk to them of our 

necessities, but of their advantage.” 

Adam Smith (1776) 

 

There is not much to disagree with Smith’s poetic analysis of the motivation driving most 

market behavior. Yet pure self-interest is far from a complete description of human 

motivation, and realism suggests that economists should move away from the presumption 

that people are solely self-interested. Massive experimental evidence (see for example 

Dawes and Thaler, 1988) makes clear that preferences depart from pure self-interest in 

non-trivial ways: subjects contribute to social goods more than can be explained by pure 

self-interest; they often share money when they could readily grab it for themselves; and 

they often sacrifice money to retaliate for unfair treatment (Rabin, 1998). 

A simple hypothesis for how people care about others’ well being has the longest 

history in economics: altruism, the positive concern for others as well as oneself. Altruism 

can be either “general” or “targeted”. One may care about all others’ well being, or maybe 

selected others’ (friends, family) well being. Most often the more a sacrifice helps 

somebody the more likely one is willing to make this sacrifice. This is predicted by simple 

altruistic preferences, which assume that people weight others’ utility positively in their 

own utility function. In this sense, assuming simple altruism provides insight into 

departures from self-interest. But such simple altruism is not adequate for understanding 

many behaviors. Two other aspects of social preferences show up prominently in 

psychological and recent experimental economic evidence. First, people care about the 

fairness and equity of the distribution of resources, beyond ways that just increase direct 

total well being. Secondly, people care about intentions and motives and want to 

reciprocate the good or bad behavior of others. The literature that identifies the nature of 

social preferences is among the most active areas of research in experimental economics 

(Rabin, 2002a). Recently the research group of Ernst Fehr at the Institute for Empirical 
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Research in Economics at the University of Zurich9 has attracted a lot of interest for their 

work in this field (see for example Fehr and Gächter, 2002). 

Charness and Rabin (2002) design a range of simple experimental games that test 

these theories more directly than existing experiments. Their experiments show that 

subjects are more concerned with increasing social welfare, sacrificing to increase the 

payoffs for all recipients, especially low-payoff recipients, than with reducing differences 

in payoffs. Furthermore, they find that subjects are also motivated by reciprocity: they 

withdraw willingness to sacrifice in order to achieve a fair outcome when others also are 

unwilling to sacrifice. Moreover, unfair behavior is sometimes punished. Charness and 

Rabin provide the following examples involving decisions regarding how much money 

(either pennies in Berkeley, California, or pesetas in Barcelona, Spain) to allocate between 

two anonymous parties. The first example involves Party C choosing between two 

different allocations for two other anonymous parties, A and B: 

 

C chooses between (A, B) allocations : ($7.50, $3.75) vs. ($4.00, $4.00) 

 

They find an approximate allocation of 50:50. A natural interpretation of these findings 

(consistent with other experimental evidence) is that C may want to help these parties, but 

cares about both social efficiency and “equality” producing a desire to help the party that is 

worse off. Those who care relatively more about social efficiency choose the higher total-

surplus outcome ($7.50, $3.75), while those caring more about helping the “worse off ” 

choose ($4.00,$4.00).  

Now Charness and Rabin consider the same situation, except that B, as one of the 

two interested parties, is making the choice. 

 

B chooses between (A, B) allocations : ($7.50; $3.75) vs. ($4.00, $4.00) 

 

Charness and Rabin find that subjects select a 40:60 allocation on average. B does indeed 

seem to have similar preferences as the neutral party C, though B is a bit less willing to 

choose the allocation that is good for A and bad for herself. This difference, which in these 

                                                 
9 URL: http://www.iew.unizh.ch/home/fehr/ 
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cases and by replication is small but statistically significant, may be because B is self-

interested, or because she is envious of coming out behind A. The previous two examples 

illustrate how parties might assess the attractiveness of different allocations in a 

“reciprocity-free” context. That is, one party is making a decision that affects one or more 

other parties who have not themselves behaved nobly. 

To see how reciprocation of the behavior of others might affect choice, now 

suppose that B makes the same choice as in the previous example, but chooses after A has 

created her choice by rejecting ($5.50, $5.50). A’s decision to forego an allocation of 

($5.50, $5.50) in favor of trying to get B to choose ($7.50, $3.75) is clearly selfish and 

unfair behavior, since it involves a small increase in total surplus while leading to an 

unequal allocation. Charness and Rabin’s findings are as follows: 

 

B chooses between (A; B) allocations : ($7:50; $3:75) vs: ($4:00; $4:00) 

 

They find an approximate allocation of 10:90. They conclude that B is much less willing to 

sacrifice in order to give the good allocation to A, following the obnoxious choice by A. 

B’s choice in the previous two examples is identical in terms of outcomes. And yet here, 

and in many related examples, players in games behave systematically differently as a 

function of previous behavior by other players. This shows that people care not just about 

outcomes, but also how they arrived at those outcomes. The fact that preferences cannot 

solely be defined over outcomes can be reconciled with preference theory, but requires an 

expansion of the notion of what enters the utility function. These additional complications 

appear necessary to do justice to economic models and are crucial for understanding the 

nature of retaliation and reciprocal altruism. Fehr and Gächter (1998) even state the 

existence of a “Homo Reciprocans”. According to their work, reciprocity can account for a 

wide range of empirical phenomena, since it 

•  is a powerful effort elicitation device 

•  explains why employers refuse to hire underbidders and, hence why wages are 

downwardly rigid 

•  gives rise to non-compensating wage differentials and to a positive correlation 

between profits and wages 

•  provides a rationale for the absence of explicit financial incentives 
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•  is a key force that sustains social norms 

Nevertheless, they also found a non-negligible fraction of individuals who do not 

reciprocate and behave completely selfish. The coexistence of reciprocal and selfish types 

raises exciting questions about their possible interaction behavior. 

Recently Quervain et al. (2004) investigated the underlying neural mechanisms of 

altruistic punishment by using Positron Emission Tomography (PET) in an economic 

exchange experiment. Subjects could punish defection either symbolically or effectively. 

Symbolic punishment did not reduce the defector’s economic payoff, whereas effective 

punishment did reduce the payoff. Quervain et al. scanned the subjects’ brains while they 

learned about the defector’s abuse of trust and determined the punishment. Effective 

punishment, as compared with symbolic punishment, activated the dorsal striatum (a brain 

area), which has been related to the processing of rewards that accrue as a result of goal-

directed actions. Moreover, subjects with stronger activations in the dorsal striatum were 

willing to incur greater costs in order to punish. The results support the hypothesis that 

people derive satisfaction from punishing norm violations and that neuronal activation in 

the dorsal striatum reflects the anticipated satisfaction from punishing defectors. 

 

2.2.4 Emotions 

“Of all the ways of defining man, the worst is the one which 

makes him out to be a rational animal.” 

Anatole France 

Emotions are a neglected topic, especially in the field of economics. This is surprising 

since economics is concerned with the best ways of promoting human satisfaction in a 

world of scarce resources. With one exception, all human satisfaction comes in the form of 

emotional experiences. The exception is the hedonic satisfaction produced by the senses, 

for example the taste of sweetness on the tongue or the feeling of wind on one’s face after 

a long climb. Such sensations differ from emotions in that no prior cognition is necessary 

to produce them. Thus one does not have to recognize the wind as wind to enjoy the 
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sensation. On the contrary, to get angry when an Albanian host offers a cup of tea by 

passing it under his left arm one has to know that in Albania this is considered an insult. 

For infants, sensations may be the most important source of satisfaction. For most adults, 

they take second place. If one grants the truth of that claim, or even of the weaker claim 

that emotional experiences are important sources of human satisfaction, one would expect 

economists to have studied the ways in which people organize their life to maximize 

emotional satisfaction. Furthermore economists should have tried to identify sources of 

suboptimal emotion-seeking behavior and should suggest ways of improving this behavior 

(Elster, 1996). 

Contemporary economic work focuses exclusively on the role of emotions in 

sustaining (or preventing) cooperative interactions (Hirshleifer, 1987; Frank, 1988). No 

economist has considered emotions in their main role as providers of pleasure, happiness, 

satisfaction, or utility. To put it crudely, economists have totally neglected the most 

important aspect of their subject matter. No doubt there are reasons for this neglect. One is 

the lack of a metric. If you ask someone whether he prefers shame or grief, whether he 

would rather be caught cheating at an exam or have his girlfriend leave him, he would 

probably be at a loss for an answer. Emotions themselves interfere with our ability to 

observe them (Montaigne cites Petrarch to the effect that “He who can describe how his 

heart is ablaze is burning on a small pyre”). Another reason may be the lack of good 

theories of how emotions are triggered and transformed in encounters with the world. A 

further reason may be that emotional satisfaction is largely (but not only) derived from 

encounters with other people rather than from material goods and that these are encounters 

not mediated by the market. A final reason may be an unclear insight that people do not 

usually try to maximize their good emotional experiences, and that they are likely to fail if 

they try. Economists may be deterred from studying emotions simply because people do 

not seem to manage their emotional life very rationally (Elster, 1996). 

Emotions, like beliefs and desires, can be conceived either as current mental events 

or as dispositions for such events to occur. Whereas emotions are only to a small extent 

under the control of the will, dispositions can be consciously shaped to a larger extent. A 

straightforward characterization of the emotions might be that they go together with 

physiological arousal. The arousal need not be very strong, and may arguably be absent 

altogether, as in the puzzling case of the aesthetic emotions (Elster, 1996). 
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One feature that distinguishes emotions from pain is that emotions have an 

intentional object. In that respect, they are like beliefs and desires. Psychologists argue that 

this feature may also be absent, for example in free-floating anxieties. Although one could 

think of such cases as dispositions to feel anxious about many individual occurrences. In 

most cases emotions are intentional. As Hume warned, one should take care not to confuse 

the object of an emotion with its cause: If someone, for instance, receives bad news in the 

mail, he might react by getting angry at his family. Also unlike pain, emotions usually have 

a cognitive antecedent (for some exceptions see Goleman, 1995). Before we can react 

emotionally to a situation, we have to process it cognitively. We must decide whether the 

person stamping on my foot on the subway did so intentionally, whether the person who 

got the job I wanted obtained it by immoral means, etc. Often, as we shall see, the 

emotions have cognitive consequences as well, i.e. they may cause a reassessment of the 

situation that caused them in the first place. When pain keeps us awake at night, we want it 

to end. When we are kept awake by love, we want the emotion to continue. Unlike pain 

and unlike emotions such as grief or guilt, love is a highly desirable disposition. In the 

language of psychology, it has positive valence. Other emotions such as the ones just 

mentioned have negative valence. Thus we would rather not have them (but we might 

welcome the disposition to have them). Some emotions may be neutral in this respect, such 

as a bittersweet feeling of nostalgia that is caused by a contrast effect and an endowment 

effect that exactly offset each other (Tversky and Griffin, 1991). 

In addition to arousal, intentionality, cognitive antecedents, and valence, most 

emotions are associated with a characteristic action tendency. The action tendency of 

shame is to hide or disappear; that of guilt is reconciliation and repairs; that of anger, to 

strike; that of fear, to run; that of joy, to dance. But not all emotions have such action 

tendencies: Sadness and grief, and the aesthetic emotions, do not seem to have any. 

Although spontaneous emotional urges are largely outside the control of the will, we can 

refrain from acting on them (see Goleman, 1995). Furthermore, emotions tend to have 

visible physiological expression: turning red, turning pale, smiling, baring one's teeth, 

crying, blushing, fainting, frowning, etc. These expressions are related both to arousal and 

to action tendency, although different from both. Unlike arousal, the expression of an 

emotion is to some extent within the control of the will (but see Ekman, 1992). Unlike 

action tendencies, expressions are not intentional (Elster, 1996). 
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How are emotions related to decision making? Damasio (1994) and LeDoux (1996) 

argue that emotions improve decision making in two respects. First, they enable us to avoid 

procrastination, i.e. to make a decision when it matters rather than making the optimal 

decision. Thus emotions allow us to decide among options none of which is rationally 

superior to the others (De Sousa, 1987). Second, in some cases emotions can actually help 

us making the best decision. In both cases, it is assumed that decision guided by emotions 

and reason is better than what can be achieved by rational deliberation alone (Elster, 1998). 

The earliest documented statement of the first problem was by the philosopher 

Ronald de Sousa (1987). He observed that rational-choice theory is indeterminate in many 

situations, since it does not allow us to identify the uniquely optimal action. Winter (1964, 

p. 252) observed that the attempt to reduce satisficing (Simon, 1955) to a form of 

maximizing gives rise to an infinite regress, because the “choice of a profit-maximizing 

information structure itself requires information, and it is not apparent how the aspiring 

profit maximizer acquires this information, or what guarantees that he does not pay an 

excessive price for it.” De Sousa (1987, p. 195) states that the “role of emotion is to supply 

the insufficiency of reason […] For a variable but always limited time, an emotion limits 

the range of information that the organism will take into account, the inferences actually 

drawn from a potential infinity, and the set of live options from which it will choose.” 

Damasio (1994) argues that emotional responses enhance our capacity to make 

good decisions, not by guiding us to the best possible decision, but by ensuring that we 

make some decision in situations where procrastination is likely to be disastrous. The 

implicit premise of this interpretation is that rationality has an “addiction to reason” 

(Elster, 1989, p. 117). Some people do indeed seek to make all decisions on the basis of 

sufficient reasons. But that makes them irrational rather than rational. A rational person 

would know that under certain conditions it is better to follow simple decision rules 

(heuristics) than to use more sophisticated procedures with higher opportunity costs. Thaler 

(1980) argues that neglect of opportunity costs and excessive focus on out-of-pocket 

expenses is a frequent source of cognitive irrationality. Furthermore the neglect of 

opportunity costs that are created by the fact that decision making takes time is also an 

important and persistent source of irrationality. 

For the second problem Damasio (1994) provides evidence based on work with 

patients with brain lesions. Although he speculates that “Reduction in emotion may 
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constitute an [...] important source of irrational behavior” (p. 53), his work only supports 

the weaker conclusion that “The powers of reason and the experience of emotion decline 

together" (p. 54). Thus Damasio only proves the correlation that brain-lesioned patients are 

both emotionally flat and unable to make decisions, but not the causation. His studies show 

that people use “somatic markers” to make decisions in largely indeterminate and complex 

situations. Somatic markers are referred to as gut feelings that are not available to the 

emotionally disabled, who for that reason tend to procrastinate indefinitely. Somatic 

markers may also help us to form rational beliefs. First, many pieces of information that 

we possess are not consciously acknowledged. Secondly, the cognitive basis of the 

emotions includes unconscious knowledge (Elster, 1996). 

 

2.2.5 Discussion 

One weakness of behavioral finance, as viewed by critics, is that there obviously exist 

competing behavioral explanations for particular empirical facts. It is sometimes said that 

the long list of cognitive biases offers behavioral modelers so many degrees of freedom 

that anything can be explained. For example Gigerenzer (1996) presents a profound 

critique of Kahneman and Tversky’s so-called heuristics-and-biases approach. He states 

that according to their approach, judgments of probability or frequency are sometimes 

influenced by what is similar (representativeness), comes easily to mind (availability), and 

comes first (anchoring). Gigerenzer argues that the problem with these heuristics is that 

they at once explain too little and too much: too little, because one does not know when 

they work and how; too much, because, post hoc, one of them can be fitted to almost any 

experimental result. For example, base rate neglect is commonly attributed to 

representativeness. However, the opposite result, overweighting of base rates 

(“conservatism”), is as easily “explained” by saying the process is anchoring (on the base 

rate) and adjustment. Furthermore Gigerenzer argues that there are two major obstacles to 

understanding these cognitive processes. The first is that the norms for evaluating 

reasoning have been too narrowly drawn, with the consequence that judgments deviating 

from these norms are mistakenly interpreted as cognitive illusions. The second is that 

vague heuristics have directed attention away from detailed models of cognitive processes 

and toward post-hoc accounts of alleged errors. Gigerenzer suggests that in place of 
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plausible heuristics that explain everything and nothing (not even the conditions which 

trigger one heuristic rather than another), models which make falsifiable predictions and 

are able to reveal the mental processes that explain both valid and invalid judgment are 

needed (see Gigerenzer, 1996; Gigerenzer, 2000). 

Nevertheless Barberis and Thaler (2003) concede that there are numerous degrees 

of freedom, but note that rational modelers have just as many options to choose from. As 

Arrow (1986) has forcefully argued, rationality per se does not yield many predictions. The 

predictions in rational models often come from auxiliary assumptions. 

In a recent review Hirshleifer (2001) states that many psychological biases can be 

viewed as outgrowths of heuristic simplification, self-deception, and emotion-based 

judgments. Heuristic simplification may explain many different documented biases, such 

as salience and availability effects (heavy focus on information that stands out or is often 

mentioned), framing effects (wherein the description of a situation affects judgments and 

choices), money illusion (wherein nominal prices affect perceptions), and mental 

accounting (tracking gains and losses relative to arbitrary reference points). Self-deception 

can explain overconfidence (a tendency to overestimate ones ability or judgment accuracy), 

and dynamic processes that support overconfidence such as biased self-attribution (a 

tendency to attribute successes to one’s own ability and failure to bad luck or other 

factors), confirmatory bias (a tendency to interpret evidence as consistent with one’s 

preexisting beliefs), hindsight bias (a tendency to think that you “knew it all along”), 

rationalization (straining to come up with arguments in favor of one’s past judgments and 

choices), and action-induced attitude changes of the sort that motivate cognitive dissonance 

theory (becoming more strongly persuaded of the validity of an action or belief as a direct 

consequence of adopting that action or belief; see Cooper and Fazio, 1984). Feeling or 

emotion-based judgments can explain mood effects (such as the effects of irrelevant 

environmental variables on optimism), certain kinds of attribution errors (attributing good 

mood to superior future life prospects rather than to immediate variables such as sunlight 

or a comfortable environment), and problems of self-control (such as difficulty in deferring 

immediate consumption and the effects of feelings such as fear on risky choices). 

According to Barberis and Thaler (2003) economists are wary of this body of 

experimental evidence related to cognitive biases because they believe that 

•  people, through repetition, will learn their way out of biases 
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•  experts in a field, such as traders in an investment bank, will make fewer errors 

•  with more powerful incentives, the effects will disappear. 

While all these factors can weaken biases to some extent, there is little evidence that they 

wipe them out altogether. The effect of learning is often muted by errors of application: 

When the bias is explained, people often understand it, but then immediately proceed to 

violate it again in specific applications. Even expertise is often a burden rather than a help: 

Experts, armed with their sophisticated models, have been found to exhibit more 

overconfidence than laymen, particularly when they receive only limited feedback about 

their predictions. Finally, in a review of dozens of studies, Camerer and Hogarth (1999, p. 

7) conclude that while incentives can sometimes reduce the biases people display, “no 

replicated study has made rationality violations disappear purely by raising incentives”. 

 

2.3 Market Anomalies 

Anomalies are empirical results that seem to be inconsistent with maintained theories of 

asset-pricing behavior. They indicate either market inefficiency (profit opportunities) or 

inadequacies in the underlying asset-pricing model. At a fundamental level, anomalies can 

only be defined relative to a model of “normal” return behavior. Fama (1970) noted this 

fact early on, pointing out that tests of market efficiency also jointly test a maintained 

hypothesis about equilibrium expected asset returns. Thus, whenever someone concludes 

that a finding seems to indicate market inefficiency, it may also represent evidence that the 

underlying asset-pricing model is inadequate (Schwert, 2003). 

Nevertheless, in recent years a body of evidence on security returns has presented a 

sharp challenge to the traditional view that securities are rationally priced to reflect all 

publicly available information. According to Daniel, Hirshleifer, and Subrahmanyam 

(1998) some of the more pervasive anomalies can be classified as follows: 

•  Event-based return predictability, i.e. public-event-date average stock returns are of 

the same sign as average subsequent long-run abnormal performance (see for 

example Bernard and Thomas, 1989). 
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•  Short-term momentum, i.e. positive short term autocorrelation of stock returns, for 

individual stocks and the market as whole (see for example Jegadeesh and Titman, 

1993). 

•  Long-term reversal, i.e. negative autocorrelation of short-term returns separated by 

long lags or “overreaction” (see for example De Bondt and Thaler, 1985). 

•  High volatility of asset prices relative to fundamentals (see for example Shiller, 

1981). 

•  Post-earnings announcement drift: Earnings announcements set off a stock price 

movement in the direction indicated by the earnings surprise in the short-run, but 

abnormal stock price performance drifts in the opposite direction of long-term 

earnings changes (see for example De Bondt, and Thaler, 1987; Lakonishok, 

Shleifer and Vishny, 1994). 

 

Disagreement over the scientific interpretation of the above mentioned evidence remains. 

One possibility is that these anomalies are chance deviations to be expected under market 

efficiency (Fama, 1998). Daniel Hirshleifer, and Subrahmanyam (1998) state that the 

evidence does not comply with this viewpoint since some of the return patterns are strong 

and regular. Out-of-sample tests in time and location have established several of these 

patterns as regularities. For example the size, book-to-market, and momentum effects are 

present both internationally and in different time-periods. Furthermore, the patterns 

mentioned in event-based return predictability correspond with the results of the great 

majority of event studies. 

Alternatively these patterns could represent variations in rational risk premia. Due to 

the high Sharp ratios (relative to the market), which are apparently achievable with simple 

trading strategies (MacKinlay, 1995), any asset pricing consistent with these patterns 

would have to have extremely variable marginal utility across states. Campbell and 

Cochrane (1999) find that a utility function with extreme habit persistence is required to 

explain the predictable variation in market returns. To stay consistent with cross-sectional 

predictability research on size, book-to-market, and momentum, a model would 

presumably require even more extreme variation in marginal utilities. Furthermore, the 

model would require that marginal utilities covary strongly with the returns on the size, 

book-to-market and momentum portfolios. No such correlation is obvious in examining the 
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data. Given this evidence, it is more than reasonable to consider explanations for the 

observed return patterns based on bounded rationality (Daniel, Hirshleifer, and 

Subrahmanyam, 1998). 

 

2.3.1 The Equity Premium and Myopic Loss Aversion 

The stock market has historically earned a high excess rate of return. For example, using 

annual data from 1871-1993, Campbell and Cochrane (1999) document evidence that the 

average log return on the Standard and Poor’s 500 index is 3.9 percent higher than the 

average log return on a short-term commercial bond. This has been known as the equity 

premium puzzle since the work of Mehra and Prescott (1985). Although these facts are 

widely agreed on they remain a little controversial since research literature has argued that 

the equity premium is overstated due to survivorship bias (Brown, Goetzmann and Ross, 

1995). 

According to Barberis and Thaler (2003) the core of the equity premium puzzle is 

that even though stocks appear to be an attractive asset, they have high average returns and 

a low covariance with consumption growth. Thus investors appear very unwilling to hold 

them. In particular, they appear to demand a substantial risk premium in order to hold the 

market supply. Behavioral finance has approached this puzzle based on preferences, in 

particular with applying the predictions of prospect theory. 

One of the earliest works which links prospect theory to the equity premium is 

Benartzi and Thaler (1995). They study how an investor with prospect theory type 

preferences allocates his financial wealth between treasury bills and the stock market. 

Prospect theory argues that when choosing between gambles, people compute the gains 

and losses for each one and select the one with the highest prospective utility. In a financial 

context, this suggests that people may choose a portfolio allocation by computing, for each 

allocation, the potential gains and losses in the value of their holdings, and then taking the 

allocation with the highest prospective utility. 

In order to implement this model, Benartzi and Thaler specify how often investors 

evaluate their portfolios. To see why this matters Barberis and Thaler (2003) compare two 

investors: energetic Nick who calculates the gains and losses in his portfolio every day, 

and laid-back Dick who looks at his portfolio only once per decade. Since, on a daily basis, 
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stocks go down in value almost as often as they go up, the loss aversion built into the value 

function υ  (see section 2.2.3.1 on prospect theory) makes stocks appear unattractive to 

Nick. In contrast, loss aversion does not have much effect on Dick’s perception of stocks 

since, at ten year horizons, stocks offer only a small risk of losing money. 

Rather than simply picking an evaluation interval Benartzi and Thaler (1995) 

calculate how often investors would have to evaluate their portfolios to make them 

indifferent between stocks and treasury bills. This calculation can be thought of as asking 

what kind of equity premium might be sustainable in equilibrium: how often would 

investors need to evaluate their gains and losses so that even in the face of the large 

historical equity premium, they would still be happy to hold the market supply of treasury 

bill s. Benartzi and Thaler find that for the parametric forms of the probability weighting 

function π  and the value function υ  estimated in experimental settings (see section 

2.2.3.1) the answer is one year. They conclude that this is indeed a natural evaluation 

period for investors to use. The way people frame gains and losses is plausibly influenced 

by the way information is presented to them. Since we receive our most comprehensive 

mutual fund reports once a year, and do our taxes once a year, it is not unreasonable that 

gains and losses might be expressed as annual changes in value. The calculation of 

Benartzi and Thaler therefore suggests a simple way of understanding the high historical 

equity premium. If investors get utility from annual changes in financial wealth and are 

loss averse over these changes, their fear of a major drop in financial wealth will lead them 

to demand a high premium as compensation. Benartzi and Thaler (1995) call the 

combination of loss aversion and frequent evaluations myopic loss aversion. 

 

2.3.2 The Volatility Puzzle 

Stock returns and price-dividend ratios are both highly variable. In the same data set, the 

annual standard deviation of excess log returns on the Standard and Poor’s 500 is 18 

percent, while the annual standard deviation of the log price-dividend ratio is 0.27. These 

facts are called the volatility puzzle since they are hard to rationalize in a simple 

consumption-based model (Campbell, 1999). 

To understand the volatility puzzle, Barberis and Thaler (2003) note that in a simple 

economy, both discount rates and expected dividend growth are constant over time. A 
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direct application of the present value formula implies that the price-dividend (P/D) ratio is 

also constant. The standard deviation of log returns will therefore only be as high as the 

standard deviation of log dividend growth, namely 12 percent. The particular volatility 

puzzle illustrates a more general point, first made by Shiller (1981) and LeRoy and Porter 

(1981), namely that it is difficult to explain the historical volatility of stock returns with 

any model in which investors are rational and discount rates are constant. Since the 

volatility of log dividend growth is only 12 percent, the only way for a model to generate 

an 18 percent volatility of log returns is to introduce variation in the P/D ratio. But if 

discount rates are constant, the present-value formula shows that the only way to do that is 

to introduce variation in investors’ forecasts of the dividend growth rate: A higher forecast 

raises the P/D ratio, a lower forecast brings it down. If investors are rational, their 

expectations for dividend growth must, on average, be confirmed. In other words, times of 

higher (lower) P/D ratios should, on average, be followed by higher (lower) cash-flow 

growth. Unfortunately, price-dividend ratios are not reliable forecasters of dividend 

growth, neither in the USA nor in most international markets (Campbell, 1999). 

Shiller’s and LeRoy and Porter’s results shocked the profession when they first appeared. 

At the time, most economists felt that discount rates were close to constant over time, 

apparently implying that stock market volatility could only be fully explained by appealing 

to investor irrationality. Today, it is well understood that rational variation in discount rates 

can help explain the volatility puzzle, although models with irrational beliefs also offer a 

plausible way of thinking about the evidence (Barberis and Thaler, 2003). 

For example Barberis, Huang and Santos (2001) show that their model can explain 

both the equity premium and volatility puzzles based on bounded rational preferences. 

They appeal to experimental evidence about dynamic aspects of loss aversion. This 

evidence suggests that the degree of loss aversion is not the same in all circumstances but 

depends on prior gains and losses. In particular, Thaler and Johnson (1990) find that after 

prior gains, subjects take on gambles they normally do not, and that after prior losses, they 

refuse gambles that they normally accept. The first finding is sometimes known as the 

“house money effect”, reflecting gamblers’ increasing willingness to bet when they are 

ahead. One interpretation of this evidence is that losses are less painful after prior gains 

because they are cushioned by those gains. Nevertheless, after being burned by a painful 

loss, people may become more wary of additional setbacks. 
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To capture these ideas, Barberis, Huang and Santos (2001) modify the utility 

function in their model, that the investors’ sensitivity to losses is no longer constant, but is 

determined in a way that reflects the experimental evidence described above. A model of 

this kind can help to explain the volatility puzzle. For example, if one supposes that there 

are positive cash flow news, these news push the stock market up, generating prior gains 

for investors, who are now less scared of stocks: any losses will be cushioned by the 

accumulated gains. As a consequence investors discount future cash flows at a lower rate, 

pushing prices up still further relative to current dividends and adding to return volatility 

(Barberis and Thaler, 2003). 

 

2.3.3 Predictability in Returns 

“The reaction of one man can be forecast by no known mathematics; 

the reaction of a billion is something else again.” 

Isaac Asimov 

Stock returns are forecastable. By using monthly, real, equal-weighted New York Stock 

Exchange returns from 1941-1986, Fama and French (1988) are able to show that the 

dividend-price ratio (see section 2.3.2) can explain 27 percent of the variation of 

cumulative stock returns over the subsequent four years. Although these facts are widely 

agreed on they are not uncontroversial since a large body of literature has debated the 

statistical significance of a time series’  predictability. 

The predictability puzzle is closely related to the volatility puzzle (see section 

2.3.2), since in any model with a stationary P/D ratio, a resolution of the volatility puzzle is 

simultaneously a resolution of the predictability puzzle. This holds because any model 

which captures the empirical volatility of returns must involve variation in the P/D ratio. 

Moreover, for a model to be a satisfactory resolution of the volatility puzzle, it should not 

make the counterfactual prediction that P/D ratios forecast subsequent dividend growth. 

Now suppose that the P/D ratio is higher than average. The only way it can return to its 

mean is if the cash flows of dividends (D) subsequently go up, or if prices (P) fall. Since 
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the P/D ratio is not allowed to forecast cash flows, it must forecast lower returns, thereby 

explaining the predictability puzzle (Barberis and Thaler, 2003). 

 

2.3.4 Herding Behavior 

“ Fashion is the great governor of this world; it presides not only in matters of 

dress and amusement, but in law, physics, politics, religion, and all other things of 

the gravest kind; indeed, the wisest of men would be puzzled to give any better 

reason why particular forms in all these have been at certain times universally 

received, and at others universally rejected, than that they were in or out of 

fashion.” 

Henry Fielding 

Certain classes of investors and their agents change their behavior in parallel. This 

phenomenon, called herding, is consistent with rational responses to new information, 

agency problems or conformity bias. According to Daniel, Hirshleifer, and Teoh (2002) 

herding behavior has been documented in the trading decisions of institutional investors 

(see for example Grinblatt, Titman, and Wermers, 1995), in recommendation decisions of 

stock analysts (Welch, 2000), and in investment newsletters (Graham, 1999). The tendency 

of analysts to follow the prevailing consensus is not stronger when that consensus proves 

to be correct than when it proves to be wrong (Welch, 2000). 

Devenow and Welch (1996) state that imitation and mimicry are among our most 

basic instincts. Herding can be found in fashion and fads, just as in such simple decisions 

as how to best commute and what research to work on. There is a prominent belief, not 

only among practitioners but also among financial economists, that investors are 

influenced by the decisions of other investors and that this influence is a first-order effect. 

Devenow and Welch argue that it is difficult to precisely define “herding”. In its 

most general form, herding could be defined as behavior patterns that are correlated across 

individuals. On the other hand, if many investors are purchasing “hot stocks” , it could just 

be due to correlated information arrival in independently acting investors. The notion of 

herding which Devenow and Welch focus on is one which can lead to systematic and 
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erroneous (i.e. sub-optimal relative to the best aggregate choice) decision-making by entire 

populations. In this sense, herding is closely linked to such distinct phenomena as 

imperfect expectations, inconsistent changes without much new information, bubbles, fads, 

and frenzies. Furthermore herding does require a coordination mechanism. This 

mechanism can be either a widely spread rule to coordinate based on some signal (for 

example a price movement), or based on a direct ability to observe other decision-makers 

(for example observing a colleague's investments). 

There are two polar views of herding: the non-rational and the rational views. The 

non-rational views focus on investor psychology and state that agents behave like 

lemmings, following one another blindly and foregoing rational analysis. Less crazy 

investors are assumed to be able to profit generously from them. The rational views focus 

on externalities, optimal decision making being distorted by information difficulties, or 

incentive issues. The intermediate view holds that decision makers are near rational, 

economizing on information processing or on information acquisition costs by using 

heuristics, and that rational activities by third-parties cannot eliminate this influence 

(Devenow and Welch, 1996). 

A psychological and neurological explanation is provided by Prechter (2001). He 

states that human herding behavior results from impulsive mental activity in individuals 

responding to signals from the behavior of others. Impulsive thought originates in the basal 

ganglia and limbic system. In emotionally charged situations, the limbic system's impulses 

are typically faster than rational reflection performed by the neocortex. Experiments with a 

small number of naive individuals as well as statistics reflecting the behavior of large 

groups of financial professionals provide evidence of herding behavior. Herding behavior, 

while appropriate in some primitive life-threatening situations, is inappropriate and 

counterproductive for success in financial situations. Unconscious impulses that evolved in 

order to attain positive values and avoid negative values encourage herding behavior, 

making rational independence extremely difficult to exercise in group settings. A negative 

feedback loop develops because stress increases impulsive mental activity, and impulsive 

mental activity in financial situations, by inducing failure, increases stress. The interaction 

of many minds in a collective setting produces macro behavior that is patterned according 

to the survival-related functions of the primitive portions of the brain. As long as the 

human mind comprises the construction and its functions, patterns of herding behavior will 
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remain immutable. This is the psychological basis of financial market trends and patterns 

and may be exploited by momentum based trading strategies. 

Furthermore, Hirshleifer and Teoh (2003) assume that there are many patterns of 

convergent behavior and fluctuations in capital markets that do not obviously make 

immediate sense in terms of traditional economic models. They provide examples such as 

fixation on poor projects, stock market crashes, sharp shifts in investment and 

unemployment, bank runs. Such behavioral convergence often appears even in the face of 

negative payoff externalities. Although other factors, such as payoff externalities, can lock-

in inefficient behaviors, the rational social learning theory and especially cascades theory 

differ in that they imply pervasive but fragile herd behavior. This occurs because the 

accumulation of public information slows down or blocks the generation and revelation of 

further information. This idiosyncratic feature of cascades and rational observational 

learning models cause the social equilibrium to be unstable with respect to seemingly 

modest new shocks. 

According to Hirshleifer and Teoh (2003) rational observational learning theory 

suggests that in many situations, even if payoffs are independent and people are rational, 

decisions tend to converge quickly but tend to be idiosyncratic and fragile. Convergence 

arises locally or temporally upon a behavior, and can suddenly shift into convergence on 

the opposite behavior. The required assumptions, primarily discreteness or boundedness of 

possible action choices, are mild and likely to be present in many realistic settings. This 

suggests that the effects of observational learning and herding are likely to affect behavior 

in and related to capital markets. This includes both herding by fi rms and actions by fi rms 

such as financing, disclosure and reporting policies that can potentially be managed to 

exploit investors that herd. Similarly, perhaps the special skill that some hedge fund and 

mutual fund managers seem to have is in exploiting the herding behavior of imperfectly 

rational investors. 

Models of reputation-based herding do not typically share the fragility feature of 

rational observational learning theory. Reputation-based models have much to offer. This 

includes explanation of those herds that seem stable and robust. As another example, the 

reputation approach helps explain dispersion as well as herding, and when one or the other 

will occur. Reputation models also offer a rich set of implications about the extent of 

herding in relation to characteristics of the agency problem and the manager. In most 
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instances herding in capital markets likely involve mixtures of reputational effects, 

informational effects, direct payoff  interactions, preference effects, and imperfect 

rationality. For example, to explain predictability in securities markets, some imperfect 

rationality is likely to be needed. Integration of the different effects will lead to better 

theories of capital market behavior (Hirshleifer and Teoh, 2003). 

 

2.3.5 The Shaping Hypothesis 

There is some evidence that specific anomalies become less frequent in repeated 

experimental markets. Some of this evidence shows a particularly interesting feature: 

anomalies are eroded when individuals’ preferences or valuations are elicited in repeated 

markets, but not when they are elicited by other mechanisms including repetition, 

incentives and feedback (Cox and Grether, 1996; Shogren et al., 2001). 

According to Loomes, Starmer, and Sugden (2003) one interpretation is that 

individuals, particularly marginal traders, are learning to act on underlying preferences 

which satisfy standard assumptions. The mechanisms to explain this type of behavior are 

the refining and market discipline hypotheses. Both theories assume that each agent has 

true preferences that are independent of the mechanisms via which they are revealed or 

elicited. Both hypotheses assume that a repeated elicitation mechanism filters some or all 

extraneous errors and biases without affecting the preferences themselves. The assumption 

that preferences are “mechanism independent”  is crucial if such hypotheses are to justify 

conventional economic theory as an explanation of behavior in real repeated markets. 

An alternative interpretation, the “shaping” hypothesis, states that individuals’ 

preferences are adjusting in response to cues given by market prices. The shaping 

hypothesis says that, in repeated auctions in which prices represent no informational 

content, there is a tendency for agents to adjust their bids towards the price observed in the 

previous market period. If there is some element of common value in an auction, such an 

adjustment rule may be consistent with Bayesian updating of agents’ beliefs about the 

value of the good for which they are bidding. But the shaping hypothesis also applies to 

cases in which values are entirely private. The intuition behind the hypothesis is that, prior 

to her involvement in a specific market, an agent may not have well-articulated preferences 

waiting to be “discovered”. Instead, values may be only partially formulated and/or 
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imprecise, so that when confronted by an elicitation mechanism, responses are generated 

using heuristics in which market prices act as cues. 

The experimental results of Loomes, Starmer, and Sugden suggest that systematic 

shaping effects do occur. If behavior in markets is indeed influenced by shaping, the 

validity of repeated market mechanisms as means of eliciting individuals’ preferences is 

questioned. If such mechanisms are to be used for this purpose, they need to be designed in 

the light of an understanding of the dynamics of shaping. It is possible that shaping, like 

loss aversion, is itself a bias which market experience eventually eliminates. But Loomes, 

Starmer, and Sugden’s results provide grounds for scepticism on this interpretation. Their 

conjecture is that shaping is associated with preference imprecision: the less sure a person 

is about what her preferences really are, the more susceptible she is to external cues such 

as information about market prices. If that is right, one should expect any erosion of 

shaping effects to be associated with a reduction in the stochastic component of 

individuals’ preferences. But Loomes, Starmer, and Sugden’s results give little support to 

the idea that preference imprecision declines with market experience. 

 

2.3.6 Discussion 

Puzzling questions emerge if researchers investigate the aggregate stock market and the 

aggregate market participants’ behavior. While the behavior of the aggregate stock market 

is not easy to understand from the rational point of view, promising rational models have 

nonetheless been developed and can be tested against behavioral alternatives. Empirical 

studies of the behavior of individual stocks have discovered a set of facts that are 

altogether more frustrating for the rational paradigm. Many of these facts are about the 

cross-section of average returns: They document that one group of stocks earns higher 

average returns than another. These facts have come to be known as anomalies because 

they cannot be explained by the even simplest and most intuitive model of risk and return 

in the financial economist’s toolkit, the Capital Asset Pricing Model. According to 

Barberis and Thaler (2003) three of the most striking market anomalies are: 

•  The Equity Premium, i.e. the stock market has historically earned a high excess rate 

of return (see Mehra and Prescott, 1985). 
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•  High volatility of asset prices relative to fundamentals (see for example Shiller, 

1981). 

•  Predictability of stock returns (see for example Fama and French, 1988). 

All three of these facts can be labelled puzzles since they are hard to rationalize in a simple 

consumption-based model. The first fact has been known as the equity premium puzzle 

since the work of Mehra and Prescott (1985). Campbell (1999) calls the second fact the 

volatility puzzle, and Barberis and Thaler (2003) refer to the third fact as the predictability 

puzzle. Although these facts are widely agreed on, they are not completely uncontroversial. 

For example, a vast literature has debated the statistical significance of the time series 

predictability, while others have argued that the equity premium is overstated due to 

survivorship bias (see for example Brown, Goetzmann and Ross, 1995). 

Both the rational and behavioral approaches to finance have made progress in 

understanding these puzzles (Barberis and Thaler, 2003). 

 

2.4 Trading Strategies 

The next day they passed the same place and the one economist said, 
“See! I told you there was no $100 there!” 

Is it possible to profit on psychological biases or the resulting financial market anomalies? 

While early economic literature suggests that financial markets are efficient, more recent 

evidence supports the view that markets can not be fully efficient because of the cost of 

collecting and analyzing information, the cost of trading, and limits on the capital available 

to arbitrageurs. Nowadays both academics and practitioners share the view that pockets of 

inefficiency exist within broad market efficiency. 

Singal (2004) provides a comprehensive review of related research and gives 

insights on successful application of profitable trading strategies. He states that most but 

not all anomalies are expected to generate tradable profits. Furthermore, if generating 

profits is not possible, information about an anomaly will help the practitioner to better 
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understand the mispricing and modify her trading behavior to avoid being hurt by the 

negative effects of the market anomaly. 

The next sections will review promising approaches to trading strategies in 

financial markets. 

 

2.4.1 Momentum and Contrarian Investing 

Simple trading strategies have attracted attention since the early days of stock exchanges. 

Probably the most obvious strategies are trading strategies based on the past return patterns 

of stocks. Many of these are about the cross-sectional patterns of average returns: They 

document that one group of stocks earns higher average returns than another. These cross-

sectional patterns can be exploited by momentum or contrarian strategies, depending on 

return continuation or reversals in the subsequent investment horizon. A momentum 

(contrarian) strategy is based on a simple rule: buy stocks that performed best (worst) and 

sell stocks that performed worst (best) in the recent past (Swinkels, 2004). 

Every month from January 1963 to December 1989, Jegadeesh and Titman (1993) 

group all stocks traded on the New York Stock Exchange into deciles based on their prior 

six month return and compute average returns of each decile over the six months after 

portfolio formation. They find that the decile of biggest prior winners outperforms the 

decile of biggest prior losers by an average of 10 percent on an annual basis. 

On the other hand, De Bondt and Thaler (1985) report on long-term reversals. For 

every three years from 1926 to 1982, they rank all stocks traded on the New York Stock 

Exchange by their prior three year cumulative return and form two portfolios: a “winner” 

portfolio of the 35 stocks with the best prior record and a “loser” portfolio of the 35 worst 

performers. Then they measure the average return of these two portfolios over the three 

years subsequent to their formation. They find that over the whole sample period, the 

average annual return of the loser portfolio is higher than the average return of the winner 

portfolio by almost 8 percent per year. De Bondt and Thaler (1985) argue that results from 

Kahneman's and Tversky's (1974) research on judgment under uncertainty, in particular the 

representativeness heuristic (see section 2.2.1.2), could explain overreaction in financial 

markets. Thus contrarian strategies may be an appropriate way to exploit this type of 

anomaly (“buy losers, sell winners”). Lo and MacKinlay (1990) provide evidence against 
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overreaction as the only source of contrarian profits. Their argument is based on 

correlations across stocks and the fact that returns of large stocks lead those of small 

stocks. They further argue that if returns on some stocks systematically lead or lag those of 

others, a portfolio strategy that sells winners and buys losers can produce positive expected 

returns, even if stock returns are not negatively autocorrelated as models of overreaction 

imply. 

Comparing the results of Jegadeesh and Titman (1993) to De Bondt and Thaler’s 

(1985) study of prior winners and losers illustrates the crucial role of the length of the prior 

ranking period. In one case, prior winners continue to win, while in the other, they perform 

poorly. A challenge to both behavioral and rational approaches is to explain why an 

extension of the formation period switches the results in this way. 

According to Barberis and Thaler (2003) there is some evidence that tax-loss 

selling creates seasonal variation in the momentum effect. Stocks with poor performance 

during the year may later be subject to selling by investors keen to realize losses that can 

offset capital gains elsewhere. This selling pressure means that prior losers continue to 

lose, enhancing the momentum effect. At the turn of the year, the selling pressure eases 

off, allowing prior losers to rebound and to weaken the momentum effect. A careful 

analysis by Grinblatt and Moskowitz (1999) finds that on net, tax-loss selling may explain 

part of the momentum effect, but by no means all of it. In any case, while selling a stock 

for tax purposes is rational, a model of predictable price movements based on such 

behavior is not. Roll (1983) calls such explanations “stupid” since investors would have to 

be stupid not to buy in December if prices were going to increase in January. 

Momentum is stronger in small than in large firms (Jegadeesh and Titman, 1993; 

Grinblatt and Moskowitz, 1999), in growth than in value firms (Daniel and Titman, 1999), 

and in firms with low rather than high analyst following (Hong, Lim and Stein, 2000). 

These tendencies are potentially consistent with limits to attention, reducing the extent to 

which investors are able to take advantage of momentum. Also, it suggests that smart 

investors may be more deterred by transaction costs than foolish investors. Both industry 

and non-industry components of momentum help to predict future returns (Grundy and 

Martin, 2001; Moskowitz and Grinblatt, 1999). Moskowitz and Grinblatt find that the 

profitability of industry momentum comes mainly from winners, but the profitability of 
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individual stock momentum strategies is stronger for losers. As already mentioned, at long 

horizons momentum reverses (see De Bondt and Thaler, 1985). 

In their recent article Cooper et al. (2004) test overreaction theories of short-run 

momentum and long-run reversal in the cross section of stock returns. According to them, 

momentum profits depend on the state of the market, as predicted. From 1929 to 1995, the 

mean monthly momentum profit following positive market returns is 0.93 percent, whereas 

the mean profit following negative market returns is 0.37 percent. The up-market 

momentum reverses in the long-run. Their results are robust to the conditioning 

information in macroeconomic factors. Moreover, they find that macroeconomic factors 

are unable to explain momentum profits after simple methodological adjustments to take 

account of microstructure concerns. 

 

2.4.2 The Daylight Saving Anomaly and a SAD Stock Market Cycle 

There is evidence that environmental factors that influence mood are correlated with stock 

price movements (see for example Hirshleifer, 2001). For instance, a stochastic variable, 

cloud cover in New York, can be associated with low daily U.S. stock market returns 

(Saunders, 1993). Hirshleifer and Shumway (2003) provide evidence that sunny weather is 

associated with higher stock returns. Their paper examines the relationship between 

morning sunshine in the city of a country's leading stock exchange and daily market index 

returns across 26 countries from 1982 to 1997. Sunshine is strongly significantly correlated 

with stock returns (the coefficient of the simple pooled regression equals -0.011, with a t-

statistic of -4.49). After controlling for sunshine, rain and snow are unrelated to returns. 

Substantial use of weather-based strategies is optimal for a trader with very low 

transactions costs. Because these strategies involve frequent trades, the gains are fairly 

eliminated by modest costs. 

Kamstra, Kramer, and Levi (2000) find that a deterministic variable, changes to and 

from daylight savings time, which disrupts sleep, is related to stock returns. Empirical 

studies show that weekend effects (a significantly negative return from Friday closing to 

Monday opening prices) are also reflected in stock market returns. In addition there is 

empirical evidence for an even stronger negative effect on stock market returns on spring 

and fall daylight-saving weekends. Kamstra, Kramer, and Levi report that the magnitude of 
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the daylight-saving effect is roughly 200 to 500 percent of the regular weekend effect, 

which makes it both statistically and economically significant. Furthermore the effect 

applies in several international financial markets. A possible strategy could be to go short 

or sell on Fridays and buy on Mondays, in particular at these two special weekends in 

spring and fall (see Kamstra, Kramer, and Levi, 2000 and 2002). Singal (2004) suggests an 

abnormal return based on past evidence of the weekend effect of about 0.20 percent per 

weekend. He states that it is not easy to capture the “normal” weekend effect with current 

financial instruments because the trading costs can be large. Singal rather recommends 

investors to change their trading patterns accordingly. Thus investors should recognize the 

weekend effect and avoid buying stocks on Fridays and selling on Mondays. 

According to Kamstra, Kramer, and Levi (2003) the seasonal variation in the length 

of day (daylight exposure) can influence the mood of people (clinically diagnosed as 

seasonal affective disorder or SAD, meaning a form of depression) and therefore affect the 

risk taking behavior of market participants (increased risk aversion with decreased 

daylight). This translates into the empirical supported evidence of seasonal variation of 

equity returns. A trading strategy could be to buy in months with relatively low returns 

(people are risk averse) and sell in months with higher returns (people have recovered). 

Instead one could alternately invest in stock markets located in different hemispheres (long 

during northern fall and winter then transfer the money to a southern market during 

southern fall and winter). The strategy should also consider a possible asymmetric effect 

between fall and winter which results in lower returns in fall and higher returns in winter 

months. Kamstra, Kramer, and Levi provide an example of a trading strategy. They select 

the countries Sweden and Australia, because each is one of the most extremely located in 

its hemisphere. As a benchmark they use a “neutral” portfolio allocation strategy in which 

investors place 50 percent of their portfolio in the Swedish index and 50 percent in the 

Australian index. From the early 1980’s up to 2003, the average annual return to this 

neutral strategy equals 13.20 percent. On the contrary, a SAD portfolio allocation strategy, 

in which the investor reallocates 100 percent of her portfolio twice a year at fall and spring 

equinox, placing her money in the Swedish market during the Northern Hemisphere’s fall 

and winter, then moving it into the Australian market for the Southern Hemisphere’s fall 

and winter, would lead to an amazing average annual return of 21.10 percent. 
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2.4.3 Can Ignorance Beat the Stock Market? 

Borges, Goldstein, Ortmann, and Gigerenzer (1999) use the recognition heuristic (see 

section 2.2.1.7) as a device for selecting stock portfolios in a bullish market environment. 

Furthermore, this represents an example for an integrated markets based trading strategy, 

i.e. a strategy that involves both the consumer and the financial market. The empirical 

study, as described by Borges et al., introduces the notion of a buy and hold portfolio 

strategy that relies on the ignorance-based cognitive decision making mechanism, called 

the recognition heuristics. They use corporate name recognition for selecting a subset of 

stocks from Standard and Poor’s 500 index in a bullish market environment. Borges et al. 

compared the performance of a portfolio constructed only of stocks from companies with a 

high level of name recognition by either laypeople (pedestrians) or experts with several 

benchmarks (mutual funds, market indices, “dartboard” portfolios and unrecognized 

stocks). The portfolio, consisting solely of stocks from companies recognized by 

laypeople, unexpectedly outperformed its touchstones and generated striking returns (the 

ten German stocks most recognized by American laypeople outperformed the market by 23 

percent). 

Boyd (2001) presents a study that replicates recent tests of the recognition heuristic 

as a device for selecting stock portfolios. The heuristic represents a lower limit to the 

search for information, since simple name recognition is the least one can know about 

anything. Gigerenzer and others conducted original experiments in this field at the Max 

Planck Institute for Human Development's Center for Adaptive Behavior and Cognition 

(the "ABC Research Group"). The ABC Group's tests support the use of the heuristic in a 

bull market environment. Boyd’s study, conducted in a down market, reaches a different 

conclusion: Not only can a high degree of company name recognition lead to disappointing 

investment results in a bear market, it can also be beaten by pure ignorance. Virtually the 

only finding of the ABC Group's study that Boyd can match is that Americans are not very 

good at picking American stocks to outperform the market. 
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2.4.4 Discussion 

Ritter (2003) concludes that it is very difficult to find trading strategies that reliably make 

money. But this does not imply that financial markets are informationally efficient since 

low-frequency misvaluations may be large, without presenting any opportunity to make 

money. Furthermore the forces of arbitrage, which work well for high-frequency events, 

may work very poorly for low-frequency events. 

Discovered market anomalies must be viewed with caution and scepticism, as 

spurious mispricings can surface for a variety of reasons, such as errors in defining normal 

return, data mining, survivorship bias, small sample bias, selection bias, nonsynchronous 

trading, and misestimation of risk. Although anomalies should disappear in a close to 

efficient market, they may persist because they are not well understood, arbitrage is too 

costly, the profit potential is insufficient, trading restrictions exist, and behavioral biases 

exist (see also chapter 2.1 on limits to arbitrage). Documented and valid anomalies may 

still be unprofitable because the evidence is based on averages and may therefore include a 

large fraction of losers. Furthermore, the conditions responsible for the anomaly may 

change, and trading by informed investors may cause the anomaly to disappear (Singal, 

2004). 

Nevertheless Singal (2004) provides profitable trading strategies. He states that if 

generating profits is not possible, information about an anomaly will help the practitioner 

to better understand the mispricing and modify her trading behavior to avoid being hurt by 

the negative effects of the market anomaly. 
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3 Agent-Based Computational Economics 

Agent-based computational economics is the study of computationally simulated 

economies modeled as evolving systems of autonomous interacting agents. The systems 

are composed of self-contained actors, who interact according to a fixed set of rules. 

Starting from initial conditions, specified by the modeler, the computational economy 

evolves over time as its constituent agents repeatedly interact with each other and learn 

from these interactions. Agent-based computational economics is therefore a bottom-up 

approach to the study of economic systems (Tesfatsion, 2003). 

Conventional models of financial markets based on assumptions of rational choice 

and market efficiency are extremely elegant in form. Nevertheless, no single standard 

model to date has proven to be capable of explaining the basic empirical features of real 

financial markets, including fat-tailed asset return distributions, high trading volumes, 

persistence and clustering in asset return volatility, and cross-correlations between asset 

returns, trading volume, and volatility. Due to these well known difficulties, financial 

markets have become one of the most active research areas for agent-based computational 

economic modelers. Agent-based computational financial market models have been able to 

provide possible explanations for a variety of observed regularities in financial data (see 

for example Lux, 1998; Farmer and Lo, 1999; Lux and Marchesi, 2000; Hommes, 2002). 

Several of the earliest agent-based financial market studies are surveyed in detail in 

LeBaron (2000), including the highly influential Santa Fe artificial stock market study by 

Arthur et al. (1997), who developed a dynamic theory of asset pricing based on 

heterogeneous stock market traders updating their price expectations individually and 

inductively by means of classifier systems (Tesfatsion, 2003). 

Agent-based systems address phenomena that are generated through individual 

interactions, rather than aggregate behavior (Tesfatsion, 2002). One branch of agent-based 

computational economics is concerned with using simulated economic systems as 

laboratories in which economic theory can be tested. These economic laboratories occupy 

a niche between analytic theoretical models and empirical research. Artificial economic 

systems are typically more complex than allowed by analytic theory, but simpler than real 

systems. They therefore provide the opportunity to test theories in a more realistic setting 
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than closed-form analytic models, while retaining the ability to examine and understand 

the resultant behavior. 

Another branch of agent-based computational economics focuses on understanding 

the emergence of global behaviors based on local interactions. While global behaviors can 

be observed in empirical data, it is difficult to conclusively show the reason why such 

behaviors occur. If the same behaviors are shown to exist in a simpler simulated system, 

then at a minimum it can be said that the actors included in the simulation are sufficient to 

induce the observed behavior. 

These two branches of agent-based computational economics are not exclusive. The 

generation of known global behaviors is an important way of validating a simulation study. 

A simulation that can not replicate known global behaviors in the domain of interest cannot 

be trusted in studying new behaviors. Similarly, replication of known global behaviors 

gives the modeler some confidence that the dynamics inherent in the simulation are 

reasonable. Of course, one must still be cautious in the subsequent exploration of new 

phenomena. 

A central feature of agent-based economic simulations is the ability to include a 

mixture of agent types. Global behaviors caused by interaction between heterogenous 

agents are beyond the scope of many analytic models, and constitute a major area of 

interest for agent-based computational economics models. Another significant feature of 

agent-based models is the ability to explicitly model “boundedly rational” agents (Simon, 

1982). These are agents with explicit limitations on their memory, knowledge or 

computational abilities. Finally, agent-based models can simulate long-term effects such as 

learning and adaptation which are difficult to include in analytic models. 

It is important to emphasize that agent-based technologies are well suited for testing 

behavioral theories. They can answer two key questions that should be asked of any 

behavioral structure. First, how well do behavioral biases hold up under aggregation, and 

second, which types of biases will survive in a co-evolutionary struggle against others. 

Therefore, the connections between agent-based approaches and behavioral approaches 

will probably become more intertwined as both fields progress (LeBaron, 2004). 
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4 Social Consumer Agents in an Integrated Markets Model 

Neoclassical economic theory is based on the assumption of rationally acting individuals, 

who are able to consider all available information in the decision-making process. As an 

early critic of economic agents with unlimited information processing capabilities, Herbert 

Simon (1955, 1982) suggested the term “bounded rationality” to describe a more realistic 

approach to cover human problem solving. Indeed, the complexity of human behavior 

suggests that a choice model should explicitly capture uncertainty. Real economic agents 

are restricted at least in their cognitive (knowledge) and computational abilities 

(Mullainathan and Thaler, 2000). 

Enriched by a social network perspective, which states that most behaviors are also 

closely embedded in networks of interpersonal relations, an additional focus lies in the 

relationships among interacting units. According to Wassermann and Faust (1994) a social 

network is a set of people or groups of people (“actors” or agents) with certain pattern of 

interactions (“ties”) between them. Central concepts are: 

•  actors and their actions are viewed as interdependent 

•  relationships among actors are channels for transfer of resources 

•  the network structure provides constraints and opportunities for individual action 

•  lasting patterns of relations are conceptualized as structure. 

 

Recent work on social networks has focused on distinctive features of network structure 

(Newman et al., 2002). One of these is the “small world” effect first described by Milgram 

(1967). His experiment involved letters that were passed between pairs of apparently 

distant people. Milgram found that the typical chain from acquaintance to acquaintance 

only has a length of about six persons (popularly known as “Six Degrees of Separation”). 

Since then dozens of academic studies have revealed that many networks have related 

“small-world” properties (see for example Watts and Strogatz, 1998). Usually the topology 

of a (social) network is assumed to be either completely regular or completely random. 

However, many biological, technological and social networks lie between these two 

extremes. These systems are highly clustered, like a regular lattice, but have small path 
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lengths, like random graphs, and are named “small-world” networks. From a social 

systems perspective this means that it only takes a small number of well-connected people 

to make a world small (Collins and Chow, 1998). 

In this chapter an agent-based computational economic model, which incorporates 

boundedly rational agents embedded in a social network structure is introduced. 

Computational economic models bridge the gap between theoretical and empirical 

economics. They can represent a testbed which enables one to investigate the predictions 

of a theory under conditions which are too complex to be addressed analytically. Hence 

computational models can be used to gain insights into complex systems and furthermore 

suggest new hypotheses to be tested in empirical studies (for a review of agent-based 

computational economics see Tesfatsion, 2002). 

A considerably extended version of the integrated markets model, introduced by 

Sallans et al. (2002, 2003), is presented. The model spans two markets: a consumer market 

and a financial equities market. The consumer market consists of production firms offering 

a good for sale, and customer agents who can purchase the good. The financial equities 

market consists of stock traders who can buy and sell shares in the production firms. The 

new model focuses on a more life-like model of consumer agents. The new agents are 

embedded in a social structure based on “small-world” principles and incorporate an 

enhanced cognitive decision structure related to the consumat approach presented by 

Janssen and Jager (2000). Since in real life people do not behave in a systematic manner 

(see for example Gintis, 2000) a rational agent approach can not account for behavioral 

dynamics such as habits, imitation and social comparison. To explore how such behavioral 

dynamics affect the evolution of an economic system, it is practical to apply a more 

sophisticated approach in the integrated modeling context. The main contribution of this 

approach is that it increases the psychological richness and possibilities of validation of the 

simulated behavioral dynamics since it introduces behavioral rules based on a conceptual 

meta-model of behavior. This will take account of certain types of behavior like imitation, 

social comparison and market dynamics like lock-in, loyalty and bandwagon or snob 

effects. 

To evaluate the fruitfulness of the new approach it is useful to compare the model’s 

output (macro level, for example a firm agent’s market share) to known “stylized facts” in 

consumer and financial markets. Stylized facts are robust empirical phenomena, which 
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characterize market dynamics (for example market anomalies) and have been observed in 

real markets. For the validation of the integrated markets model a well known and accepted 

stylized fact found in consumer markets, the Bass curve, is implemented. The Bass curve is 

described by the Bass diffusion model and was introduced by Frank M. Bass (1969) in his 

now classic paper. 

The Bass Model summarizes in a simple mathematical form the key finding from 

over 4,000 diffusion studies: most people wait until they have witnessed peers having 

favorable experiences with a new technology or service before they adopt. The original 

Bass model makes adoption a function of innovation and imitation effects. For example 

most people are influenced by word of mouth or advertising. The effects of interpersonal 

communication in particular are thought to be a key factor for the speed and shape of the 

diffusion of an innovation (Rogers, 1983; Mahajan et al., 1990). Another explanation 

might be the bandwagon effect or herding behavior (section 2.3.4) since conspicuous 

consumption gives rise to a conformistic behavior (Leibenstein, 1950). 

While such theories are not easy to implement in a neoclassical rational economic 

framework, the integrated markets model represents the ideal environment to analyze the 

Bass model and its complex underlying mechanisms which are based on an agent’s 

bounded rational and social behavior. 

 

4.1 The Integrated Markets Model 

The model consists of two interacting markets, a consumer and a financial equities market. 

The consumer market simulates the manufacture of a product by production firms, and the 

purchase of the product by consumers. The financial market simulates trading of shares. 

The shares are bought and sold by financial traders. The two markets are coupled: The 

financial traders buy and sell shares in the production firms, and the managers of firms are 

concerned with their share price. The traders can use the performance of a firm in the 

consumer market in order to make trading decisions. Similarly, the production firms can 

potentially use positioning in product space and pricing to influence the decisions of 

financial traders (see figure 5). 
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The simulator runs in discrete time steps. Simulation steps consist of the following 

operations: 

•  Consumers make purchase decisions 

•  Firms receive an income based on their sales and their position in product space 

•  Financial traders make buy/hold/sell decisions. Share prices are set and the market 

is cleared 

•  Every Np steps, production firms update their products or pricing policies based on 

performance in previous iterations 

 

The integrated markets model is intended to be a generic model of the interaction between 

financial and consumer markets. It has been shown to reproduce a large range of empirical 

“stylized facts” including learning-by doing in the consumer market; low predictability, 

high kurtosis and volatility clustering; and correlations between volatility and trading 

volume in the financial market. 
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Figure 5: The Integrated Markets Model. Consumers purchase products, and financial traders buy 

and sell shares. Production firms link the consumer and financial markets, by selling products to 

consumers and offering their shares in the financial equities market (from Sallans et al., 2003). 
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4.1.1 The Consumer Market 

The consumer market consists of firms which manufacture products, and consumers who 

purchase them. The consumers will re-purchase at regular intervals. The product space is 

represented as a two-dimensional simplex, with product features represented as real 

numbers in the range [0, 1]. Each firm manufactures a single product, represented by a 

point in this two-dimensional space. Consumers have fixed preferences about what kind of 

product they would like to purchase. Consumer preferences (individual needs) are also 

represented in the two-dimensional product feature space. There is no distinction between 

product features and consumer perceptions of those features. Each consumer agent is 

embedded in a social structure which influences its social needs and incorporates a 

cognitive decision structure which accounts for its committed behavior (repetition, 

imitation, social comparison, deliberation). Consumer agents react to their individual 

needs, social needs and the price of the produced products. Details of the consumer agents 

are described in section 4.2. 

 

4.1.2 Production Firms 

The production firms are adaptive learning agents. They adapt to consumer preferences 

and changing market conditions via a reinforcement learning algorithm (Sutton and Barto, 

1998). In each iteration of the simulation the firms must examine market conditions and 

their own performance in the previous iteration, and then modify their product or pricing. 

A boundedly rational agent can be subject to several kinds of limitations. These limits 

manifest themselves in the firm's representation of its environment and its knowledge of its 

competitors. The firms do not have complete information about the environment in which 

they operate. In particular, they do not have direct access to consumer preferences. They 

must infer what the consumers want by observing what they purchase. Purchase 

information is summarized by performing “k-means” clustering on consumer purchases. 

K-means is a common clustering technique used in consumer market research. The number 

of cluster centers (N) is fixed at the start of the simulation. The current state information 

consists of the positions of the cluster centers in feature space, along with additional state 

information such as whether or not the previous action was profitable or boosted stock 
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price, and where the competitors products are located. This information gives a summary 

of the environment at the current time step. 

Firms make decisions based on a finite history of states of some length. This 

limited history window represents an additional explicit limit on the firm's knowledge. In 

each iteration the firms can take one of several actions. The actions include taking a 

random action, doing nothing, raising or lowering product price, or moving the product in 

feature space. The random action was included to allow the firm to explicitly choose to 

take a “risky” exploratory action. A firm's manager seeks to modify its behavior so as to 

maximize an external reward signal. This reward signal can be viewed as the managers 

compensation for its actions. The reward signal takes the form of a fixed reward, a variable 

amount based on the firm’s profitability, and a variable amount due to change in the value 

of the firms stock. The constant part of the reward signal can be interpreted as a fixed 

salary paid to the manager of the firm. The profit-based reward can be interpreted as a 

performance-based bonus given to the manager of the firm, and the stock-based reward as 

a stock grant or stock option. The model parameters αφ and αp trade off the relative 

importance of profits and stock price in the reward signal. They sum to unity and are fixed 

at the beginning of the simulation and held constant throughout. 

Given the reward signal, the firm learns to make decisions using a reinforcement 

learning algorithm (Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1998). Reinforcement 

learning provides a way to estimate the action-value function from experience. Based on 

observations of states, actions and rewards, the learner can build up an estimate of the long 

term consequences of its actions. Intuitively the used learning rule minimizes the squared 

error between the action-value function and a bootstrap estimate based on the current 

reward and the future discounted return, as estimated by the action-value function. Given 

the reward signal at each time step, the learning agent attempts to act so as to maximize the 

total (discounted) reward received over the course of the task. The discounting indicates 

how “impatient” the manager is to receive its reward. It can also be related to the interest 

rate for a low-risk investment or the rate of inflation. The firms’ learning is triggered by 

the model parameters firm learning rate (ν) and reinforcement learning discount factor (γ). 

In order to get good learning, the firm learning rate (ν) should be rather low. If the discount 

factor (γ) is low, the firm focuses on the near-term, if it is high, it will focus on a long-term 

time horizon. 



Behavioral Finance and Agent-Based Computational Economics 107 

The implemented algorithm is designed to iteratively improve the firms’ strategies, 

given the constraints on their knowledge and computational power. 

 

4.1.3 The Financial Market 

Our financial market represents a standard capital market model (see for example Arthur et 

al., 1997; Brock and Hommes, 1998; Dangl et al., 2001). Myopic investors maximize their 

next period's utility subject to a budget restriction. At each time step agents invest their 

wealth in a risky asset (a stock or index of stocks) and in bonds, which are assumed to be 

risk free. The risk free asset is perfectly elastically supplied and earns a risk free and 

constant interest rate. Investors are allowed to change their portfolio in every time step. As 

in many other heterogeneous agent models the existence of two kinds of investors is 

assumed: fundamentalists and chartists. The two types of investors differ in how they form 

expectations about future prices. Additionally investors have different time horizons which 

are modeled via the time length agents look back into the past. Fundamentalists determine 

their price expectations according to a model based on fundamental information, which in 

the integrated markets model are past dividends. They calculate a fair price and expect that 

the current price will gradually move towards it at some fixed rate. A fundamentalist 

assumes that the fair price is a linear function of past dividends. Chartists use the history of 

the stock prices in order to form their expectations. They assume that the future price 

change per period equals the average price change during the previous periods. The market 

uses a sealed-bid auction, where the clearance mechanism chooses the price at which 

trading volume is maximized. Note that there may be a range of prices that would 

maximize volume. The maximum price in this range is selected. If there are buy orders but 

no sellers then the share price is set to the maximum bid. If there are only sell orders then 

the price is set to the minimum ask. If there are no orders in a time period, then the price 

remains unchanged. Each trader specializes in a single firm, and only buys or sells shares 

in this firm. Each trader is initialized with a supply of shares in its firm of interest. 

The timing of the events within the financial model can be described as follows. 

The first step is the formation of expectations. Based on past prices and dividends an 

investor forms its expectation about the distribution of the next period's price and dividend. 

The trading agent is then able to determine the demand function, which is submitted to the 
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stock market via limit buy orders and limit sell orders. After the orders of all agents are 

submitted the stock market calculates this period's equilibrium price At the end of the 

period the current dividend is announced and becomes public information. 

 

4.2 Social Consumer Agents 

The integrated markets model, which already incorporates a validated consumer and 

financial market, will serve as a testbed for the new consumer market. The advantage of 

this approach is that one can profit from an already validated and realistic model while a 

part of the model (the consumer market) will be improved. It allows one to investigate the 

behavior of the new bounded rational and socially connected consumer agents in an 

integrated context. 

The consumer market consists of product manufacturing firm agents and regularly re-

purchasing consumer agents. During a simulation time step, each consumer must make an 

individual product purchase decision based on the following factors: 

•  its preference in product space (individual needs) 

•  the behavior of its social network and 

•  the current price of the offered products. 

 

Furthermore the agents are able to commit to repetition, imitation, social comparison and 

deliberation behavior dependent on their cognitive state (satisfaction and uncertainty). 

 

4.2.1 Consumer Preferences 

The product features are represented in two dimensions as pairs of real numbers in the 

range [0, 1]. Each firm manufactures a single product with certain properties, which define 

the product’s position in feature space and are adaptable to the consumer’s demands. Each 

consumer agent is initialized with a random product preference in product feature space. 

There is no distinction between product features and consumer perceptions of those 

features. 
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The product preference IN represents the individual needs of an agent (equation 7). 

It is calculated at each simulation time step and is a function of the distance between the 

firms’ manufactured products and the consumer agent’s own preferences. The measure is 

computed as one minus the Euclidian distance between the position of the ideal preferred 

product of customer c (IPc) and the position of the produced product i (PPi) in the two-

dimensional feature space (equation 7). 
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4.2.2 Social Networks 

Every consumer agent is embedded in a social network structure which is randomly 

initialized regarding the number of neighbors and the topology of the network. 

For a social network structure to have “small-world” topology it must exhibit 

certain properties. This can easily be described in a graphical example. Figure 6 shows 

three examples of networks with fifteen consumers, each with an average of four 

neighbors. Every vertex represents one consumer agent and an edge represents a bi-

directional connection between two consumer agents. The left picture shows a completely 

regular graph (random connection probability per consumer which is henceforth denoted as 

proportion of clustering PCLUS is zero). The right graph represents a completely random 

connected topology (random connection rate or PCLUS is one). Although regular networks 

and random graphs are useful idealizations, many real networks lie between the extremes 

of order and randomness. For intermediate values of randomness (the middle picture 

consists of fifteen percent random connections or a PCLUS of 0.15) the graph can be 

interpreted as a small-world network. To construct small-world network topologies it is 

useful to start out with a completely regular graph. Then with a certain probability one can 

reconnect each edge to a randomly chosen vertex over the entire ring, with duplicate edges 

forbidden. The small-world networks are much more clustered than a random graph. Hence 

if consumer A is linked to B and B is linked to C, there is a greatly increased probability 

that A will also be linked to C, a property that is called transitivity (Wassermann and Faust, 
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1994). Despite the high clustering small-world networks have characteristic small path 

lengths, like random graphs (Watts and Strogatz, 1998; Strogatz, 2001). 

 

Figure 6: Example of a regular graph (left, PCLUS equals 0), small-world network (middle, 

PCLUS is 0.15) and a completely random graph (PCLUS is equal to 1). Each graph consists of 

fifteen consumers, all connected with on average four neighbors (adapted from Watts and Strogatz, 

1998). 

 

The “social” market share SM (equation 8) is defined to transform the social network into a 

relevant decision structure for an individual consumer agent c. It is represented by the 

quantity of the last purchases of product i in the consumer agent c’s social neighborhood 

(LPPc,i) divided by the number of all purchases occurred in its neighborhood (products 

range from 1 to n). 
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Intuitively, the social market share represents a measure of a product’s popularity amongst 

a “clique” of socially connected people. 
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4.2.3 Cognitive States 

According to the consumat approach (Janssen and Jager, 2000) two intrinsic cognitive 

states can account for different types of behavior and decision making. Dependent on their 

experienced level of satisfaction (S) and uncertainty (U) consumer agents are able to 

commit to repetition, imitation, social comparison and deliberation behavior. 

It is defined that the consumer c experiences the following satisfaction level (S) 

regarding the purchase of product i (equation 9). 
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Thus consumer agents can react to their individual needs (IN), social needs (SM) and the 

prices of the produced products (P) with modification of their cognitive parameter 

satisfaction (S). Furthermore satisfaction weighs the social market share (weight SNW) 

against individual needs (weight 1-SNW) and the price of the offered product (weight 

PSAT). 

A consumer agent’s experienced uncertainty (U) is defined as the squared deviation 

of the actual level of satisfaction (St) from its expected level of satisfaction which equals 

the agent’s last obtained satisfaction level (St-1, see equation 10). 
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To differentiate between possible actions threshold parameters for minimum satisfaction 

(Smin) and maximum uncertainty (Umax) are introduced. They also represent an agent’s bias 

to commit to a certain category of action with a certain probability (table 1). 
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Table 1: Actions resulting from cognitive state variables of consumer agents (according to Janssen 

and Jager, 2000). 

Cognitive state Satisfied Not Satisfied 

Certain Repetition Deliberation 

Uncertain Imitation Social Comparison 

 

The agent’s performed behavior and purchase decision is a result of its experienced levels 

of satisfaction and uncertainty: 

•  Repetition: if the agent experiences satisfaction (S>Smin) and is also certain about its 

choice (that means that its last choices nearly met its expectations, hence U≤Umax) then 

it has no reason to change its last decision. Therefore the customer agent will consume 

exactly the same product which it purchased the last time step. 

•  Imitation: if a customer agent again feels satisfied (S>Smin) but it experiences 

uncertainty (its last choice deviated much from its expectations and U>Umax) then the 

customer will investigate its social neighborhood and give the product a try that is 

consumed most by its friends. If there is more than one product one will be randomly 

selected among the most purchased products. 

•  Deliberation: if a consumer is not satisfied (S≤Smin) and it is certain (its expectations 

were met, thus U≤Umax) it will purchase the product with the highest overall 

satisfaction value (according to equation 9). Again, if there is more than one candidate 

product, one will be randomly selected among the most satisfying products. 

•  Social comparison: if the consumer agent happens to be not satisfied (S≤Smin) and 

uncertain (U>Umax) at the same time step, it will engage in a behavior called social 

comparison. This means that the agent will consider the product that is consumed the 

most in its social neighborhood (analogue evaluation of the social market share) but 

one that also exceeds or reaches its expectations for satisfaction (see equation 9) 

originating from its last consumption. If there is more than one candidate product, one 

will be randomly selected from the eligible products. 

 

With this cognitive decision structure implemented and the agents’ ability to relate their 

expectations to their social network the simulation results are validated against a complex 

behavioral phenomenon and an empirically stable stylized fact found in consumer markets. 
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4.3 Model Validation 

Gaining crucial insights into underlying mechanisms of real markets is a major goal of 

agent-based economic modeling. Thus a useful model should be able to reproduce 

observable market behavior or so-called “stylized facts” capturing the dynamics of the 

investigated market. Therefore the model is validated against these empirical properties by 

using a recently introduced algorithm based on Markov chain Monte Carlo (MCMC) 

sampling (Sallans et al., 2003). 

The MCMC sampling helps to focus computational power on parameter space areas 

where stylized facts are reproduced very well. The goal is to understand the impact of 

parameters on model behavior, especially in these interesting areas. The stylized facts of 

the consumer market which are analyzed in this work are the properties of the consumers’ 

social networks (sections 4.2.2 and 4.5) and the Bass diffusion model (sections 4.3.2). In 

order to quantify how well the market reproduces a stylized fact, an energy function is 

defined. The energy function represents a measure of the fit of the output of the model to 

the stylized fact. An energy function for a stylized fact is constructed such that low energy 

corresponds to good reproduction of the fact. For example, an energy function for the Bass 

diffusion model would generate low values if a Bass curve fits very well to a firm’s market 

share data (section 4.3.3). 

The MCMC procedure first randomly changes model parameter values before a 

simulation run which generates one sample of model parameters. Then the quality of the 

generated parameter sample is evaluated based on a previously defined energy function, 

which is unique for each stylized fact. The sample is accepted or rejected based on the 

energy and the MCMC procedure starts over until an arbitrary number of parameter 

samples is drawn (a minimum of one thousand samples is chosen to get statistically 

significant results). The advantage of this method is that computational resources are 

distributed on what are probably the most interesting parameter combinations. The whole 

validation procedure works as follows: 

• Selection of an empirically stable stylized fact 

• Design of an adequate energy function for that fact 

• MCMC simulation runs 

• Analysis and perhaps repetition of simulation runs 
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The MCMC sampler which is used was recently introduced by Sallans et al. (2003) and is 

based on principles of the Metropolis algorithm (Metropolis et al., 1953). It has the 

property that samples are more likely to be drawn from low-energy areas. The sampler acts 

as a “directed” random walk through model parameter space, avoiding high-energy areas. 

In the limit, parameter samples are drawn according to the normalized probability 

distribution defined by the energy function. But even without theoretical guarantees on the 

distribution of sampled parameters, the sampler can find good model parameter settings, 

and reveal interesting correlations between model parameters. In practice, one is not able 

to generate Markov chains that are sufficiently long to reach the equilibrium distribution. 

Instead one can be content with one thousand samples drawn for each model run. While 

this is too short to allow for convergence, one can still examine the sample set to identify 

regions where stylized facts are well reproduced, and look for statistically significant 

correlations between parameters. Validation results for the Bass model runs are shown in 

section 4.4 and for the social networks in section 4.5. 

 

4.3.1 Model Parameters 

The focus of state of the art modeling techniques is not to cover every market phenomenon 

observed. Rather it lies on “noncritical” abstraction and careful parameter selection by 

gradually adding complexity once the previous model has been fully understood. This 

prevents the modeler from introducing ad hoc parameters to capture important causal 

relationships which might capture no market phenomenon at all. 

The presented model is built on the foundation of a validated integrated markets 

model including consumer, firm and stock trading agents. Thus one starts out with the 

originally given parameter values (Sallans et al., 2003) which guarantee a well functioning 

integrated financial and consumer market. Despite the goal to keep the model as simple as 

possible, additional parameters were necessarily introduced to account for the social 

network functionality and the improved agents’ cognitive decision structure (table 2). All 

parameter values must be initialized before a model simulation is run. The column “value” 

of table 2 shows the start values used for the validation runs with the MCMC sampler. 

These values were found to be plausible based on evaluations of initial trial simulation runs 
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(values in italics are given by the original model and were held fixed for all simulation 

runs). 

Table 2: Model parameters for the integrated markets simulation. 

Parameter Description Range Value Reference 

NCons Number of simulated consumer agents N 100 Section 4.2.2 
NNbs Number of average neighbors per consumer 

agent 
N 4 Section 4.2.2 

PClus Percentage of randomness of small-world 
network 

[0, 1] 0.1 Section 4.2.2 

SNW Weight of social network for satisfaction [0, 1] 0.5 Equation (9) 
PSat Weight of price for satisfaction [0, 1] 0.5 Equation (9) 
SATmin Threshold for minimum satisfaction of consumer 

agent 
[0, 1] 0.5 Section 4.2.3 

UNCmax Threshold for maximum uncertainty of consumer 
agent 

[0, 1] 0.5 Section 4.2.3 

ν Firm learning rate R ≥ 0 0.001 Section 4.1.2 
γ Reinforcement learning discount factor for firm [0, 1] 0.83 Section 4.1.2 
αφ Strength of profitability reinforcement to firm [0, 1] 0.47 Section 4.1.2 
αp Strength of stock price reinforcement to firm [0, 1] 0.53 Section 4.1.2 
N Number of consumer cluster centers N 3 Section 4.1.2 
Nf Proportion of fundamentalist traders [0, 1] 0.57 Section 4.1.3 
Nc Proportion of chartist traders [0, 1] 0.43 Section 4.1.3 
 

The quality of reproduction of the stylized facts should simply depend on the 

characteristics of the model’s behavior. The parameters, which account for different 

features of the integrated markets simulation, can be grouped as follows: 

•  Social network properties: These are described by the number of consumers (NCONS), 

the average number of neighbors (NNBS), and the proportion of clustering (PCLUS). 

NCONS and NNBS account for the dimension of the artificial consumer market. The 

proportion of clustering (PCLUS) accounts for the complexity of the social network 

structure. While a value of zero represents a completely regular graph with low 

complexity, a value of one indicates a completely random connected topology 

consisting of the highest possible structural complexity (see figure 6 in section 4.2.2). 

For values between these extremes, the consumers’ social structure exhibits small-

world properties. 

•  Consumers’ cognitive behavior: The consumers’ behavior and decisions are triggered 

by the parameter weight for social needs (SNW), individual needs (1-SNW) and product 

price (PSAT). These parameters account for the level of satisfaction and uncertainty 
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experienced by the consumer. Furthermore thresholds for minimum satisfaction 

(SATMIN) and maximum uncertainty (UNCMAX) will influence the action a consumer 

agent commits to (section 4.2.3). 

•  Firms’ learning behavior: The firms’ learning is triggered by the firm learning rate (ν) 

and the reinforcement learning discount factor (γ). In order to get good learning, the 

firm learning rate (ν) should be rather low. If the discount factor (γ) is low, the firm 

focuses on the near-term, if it is high, it will focus on a long-term time horizon. 

•  Fixed parameters: The firm agent’s parameters αφ and αp, which sum to unity, trade off 

the relative importance of profits and stock price in a firm agent's decision-making 

process (see section 4.1.2). N denotes the number of cluster centers as described in 

section 4.1.2. As mentioned in section 4.1.3 the stock market consists of 

fundamentalists and technical traders. The parameters proportion of fundamentalists 

(Nf) and proportion of chartists (Nc) maintain the heterogeneity of the market traders, 

which is necessary to preserve financial market liquidity and trading volume. 

 

4.3.2 The Bass Diffusion Model 

The seminal work of Frank M. Bass (1969) describes a simple mathematical model of 

market penetration of a new product or concept as a function of internal (for example word 

of mouth) and external influences (for example advertising). The model and its variations 

have been successfully applied by marketing scientists in many different areas for over 30 

years. Examples include DirecTV (early 1990s), a satellite television service which 

forecasts new subscription rates, and RCA (mid 1980s), which effectively used an 

extension of the Bass model to forecast the sales of CDs as a function of the sales of CD 

players. Fields of application are usually the quantification of the speed of diffusion of 

durable and non durable products and the forecast of future consumer adoptions (see Van 

den Bulte, 2002, for a meta-analysis of research on different product types over different 

regions). 

The diffusion of innovations is influenced by interpersonal and mass media 

communication. The effects of interpersonal communication in particular are thought to be 

a key factor for the speed and shape of the diffusion of an innovation (Rogers, 1983; 
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Mahajan et al., 1990). The theory of network externalities provides a related explanation 

and quantification of increasing consumer demand and S-shaped diffusion of network 

goods or service sales over time (Grajek, 2002). Positive network externalities are defined 

as utility, which consumers derive from consumption of a good or service. The utility 

increases with the number of other consumers. Economic literature usually distinguishes 

between direct and indirect network externalities (see for example Katz and Shapiro, 1985; 

Economides, 1996). Direct network externalities are related to physical networks (for 

example telecommunication technologies). The utility that consumers derive from using 

these technologies, undoubtedly depends on the number of other users. An obvious reason 

for a positive dependence is that a larger network allows consumers to satisfy more 

communication needs and may decrease the common costs of the service. Another 

explanation might be the bandwagon effect since conspicuous consumption gives rise to a 

conformistic behavior (Leibenstein, 1950). A negative dependence between network size 

and consumers’ utility might be justified by congestion or by non-conformism of 

consumers (snob effect). Indirect network externalities apply if a good consists of two 

complementary components, for example, hardware and software. The latter exhibits 

supply-side economies of scale (see Katz and Shapiro, 1985). Obviously the amount of 

users of a hardware platform determines the size of the market for software and 

furthermore enhances the utility gained by use of the hardware. 

The original Bass model makes adoption a function of innovation and imitation 

effects. The theory details the characteristic sigmoid pattern observed empirically which 

levels off to a maturity level (see figure 7). The spread of an innovation in a market can be 

characterized by the Bass formula as a discrete time model (equation 11; see also Morris 

and Pratt, 2003). 
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X denotes the number of consumers who will adopt at time t and M represents the market 

potential or the maximum number of people who will use the innovation. The parameters p 

and q provide information about the speed of diffusion. The coefficient of innovation p 

describes the external influences and the coefficient of imitation q describes the internal 
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influences. A high value for p indicates that the diffusion starts out quickly but also 

decreases fast. A high q represents a slow diffusion process at first, which accelerates 

quickly afterwards (for example take-off is slower for non durables and products with 

competing standards that require heavy investments). In the model, the different firms’ 

market share time series are validated against a cumulative discrete standard Bass function 

which gives the absolute number of adopted consumers at a certain point in time (equation 

12). 
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The market potential parameter M was set to one, representing the maximum possible 

proportion of agents in the competitive consumer market environment. Examples of 

standard bass curves (values for p=0.03 and q=0.38 describe the basic Bass model) 

generated by the integrated markets simulation are shown in figure 7. 
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Figure 7: Examples of generated Bass curves in the artificial consumer market. The black dotted 

lines represents the standard Bass curve with the parameter values for M=1, p=0.03 and q=0.38. 
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4.3.3 The Energy Function for the Bass Model 

To investigate which parameter settings have influence on the development of Bass curves 

in the artificial consumer market it is necessary to define an adequate energy function for 

the adapted Metropolis algorithm. The sampler acts as a “directed” random walk through 

model parameter space, avoiding high-energy areas. In the limit, parameter samples are 

drawn according to the normalized probability distribution defined by the energy function. 

The energy function is a measure presenting the optimal fit of a standard Bass curve on the 

consumer market share time-series. The measure should neither depend on where in the 

data the Bass curve is located (translation invariance with respect to time) nor on the 

scaling of the curve (scale invariance, see, for example, Bishop, 1995). The cross-

correlation function (equation 13) represents a good solution to overcome these problems 

since the function is not sensitive to y-scaling (height) of the data, when comparing two 

different time series. To account for the x-scaling (time) the function is set up to compute 

the maximum correlation coefficient over all time lags (equation 14). Each data point of 

the sample (one discrete time step) equals a single simulation step. 
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While X denotes the market share time series of a certain firm in the artificial consumer 

market, Y represents the time series of a standard Bass curve. 

To find the optimal fitting standard Bass curve for X, one can set up a nonlinear 

optimization algorithm based on golden section search and parabolic interpolation (see, for 

example, Forsythe et al., 1976; Hagan et al., 1996). The algorithm fits standard Bass curve 

time series with different width (in Y) to X and minimizes the negative cross-correlation 

over all lags between X and Y. Hence the optimization algorithm varies standard bass 

curves by scaling until it finds the maximum cross-correlation coefficient (the best match). 

The energy for the MCMC sampler is then calculated as the reverse of the maximum 
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correlation coefficient, since low energy corresponds to good reproduction of the stylized 

fact (equation 15). 

 

max
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ρ
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4.4 MCMC Validation Results 

The market dynamics of the validated model that emerged and the set of parameter values 

identified, for which standard Bass curves could be reproduced very well, are presented in 

the following sections. First, the overall consumer market dynamics will be described, 

followed by a detailed analysis of the parameters and their relationships, grouped by their 

functionality. All the simulations were based on five firm agents (held fixed over all runs) 

acting in consumer markets initialized with one hundred consumer agents. 

 

4.4.1 Overall Market Dynamics 

Interestingly, the emerging market behavior of the simulation models is not restricted to 

the one investigated stylized fact (Bass curve) of a single firm. It is embedded in a realistic 

market scenario with oligopolic properties. Empirical investigations have shown that in 

real-life markets it is very frequent to find oligopolical industries that are characterized by 

a large range of different market shares, with no two firms having the same market share. 

Traditional economic models of quantitative competition oligopoly are not successful in 

explaining this stylized fact (Watt, 2002). The Cournot model predicts equal market shares 

for all competitors, while a generalized Stackelberg leader-follower oligopoly model with 

one leader predicts a larger market share for the leader and equal market shares for all 

followers (see Stackelberg, 1934; Sherali, 1984; Daughety, 1988). 

The aggregate market dynamics of the simulated consumer market is represented 

by the market share of each firm and reflects the empirically found oligopoly market 

related stylized facts. For example, one or more firms attracted certain consumers by 
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successful introduction and development of their products, while the others lost in market 

share or engaged in price wars. Bass curves solely emerged in low energy areas of the 

defined Bass model energy function (figure 8) while they did not emerge in high energy 

areas (figure 9). The squared correlation coefficient ρ2 (equation 14) gives the proportion 

of variance explained by the fitted Bass curves with respect to the market share data. It is 

useful to compare the Bass curve reproduction quality of the different models. 

Figure 8 presents samples where Bass curves were well reproduced. Run 1 (left 

column) shows the market share of two competing firms. The market leader (firm 5) 

increasingly looses market share to the market entrant (firm 1) which introduced its 

innovation at the beginning of the time period. Run 2 shows a similar dynamic with four 

competing firms. Here firm 5 introduces its innovation and competes against firms 2, 3 and 

4. The competition ends with two market leaders, which basically divide the market. One 

is the former market leader, the other winner is the innovative newcomer. Run 3 also 

presents one firm with an emerged Bass curve in its market share (firm 2). It competes 

against firm 1, the former market leader, and firm 5. The scenario also ends in a rather 

stable oligopoly. 

The runs in figure 9 present samples from a high energy area of the Bass energy 

function which did not generate any Bass curves. Run 1 shows initially four competing 

firms (firm 1 to 4). As the theory of Stackelberg (1934) suggests the competition ends in a 

stable oligopoly with one leader (firm 3) with higher market share and two followers with 

a nearly equal market share (firm 1 and 2). Run 2 shows four competing firms with a rather 

oscillating market share. First firm 4 seems to be the market leader soon beaten by the 

newcomer (firm 2). Then firm 1 fights against 2 until firm 3 gathers the whole market 

share. Afterwards firm 1, 3 and 4 compete until firm 3 wins again. Simulation run 3 shows 

a rather soft competition where firm 2 and 5 increasingly gain in market share while the 

firms 1 and 4 seem to have a decreasing trend in market share. 
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Figure 8: Three typical examples of simulation runs in low energy areas of the Bass energy 

function (section 4.3.3). Each column shows the emerging consumer market dynamics of an 

independent simulation run involving five firm agents and 69 (run 1), 57 (run 2), and 89 (run 3) 

consumer agents. The y-axis denotes the proportion of market share an individual firm agent could 

obtain at a specific point in time. The dotted line indicates the best fit of a standard Bass curve to 

the market share time series with a resulting correlation coefficient of ρ. The proportion of variance 

explained by the fitted Bass curves with respect to the market share data is given by a ρ2 of 0.9147 

(run 1), 0.9138 (run 2), and 0.91 (run 3). 
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Figure 9: Three typical examples of simulation runs in high energy areas of the Bass energy 

function (section 4.3.3). Each column shows the emerging consumer market dynamics of an 

independent simulation run involving five firm agents and 74 (run 1), 75 (run 2), and 57 (run 3) 

consumer agents. The y-axis denotes the proportion of market share an individual firm agent could 

obtain at a specific point in time. The dotted line indicates the best fit of a standard Bass curve to 

the market share time series with a resulting correlation coefficient of ρ. The proportion of variance 

explained by the fitted Bass curves with respect to the market share data is given by a ρ2 of 0.1569 

(run 1), 0.2612 (run 2), and 0.2622 (run 3). 
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4.4.2 Ideal Model Parameters 

The parameter values where standard Bass curves could be reproduced very well is 

presented in the form of histograms in figure 10. The “ideal” parameters do not take on 

extreme values, which is an indicator for the plausibility of the model. Furthermore, table 3 

provides information about relationships between parameters. In the following sections the 

model parameters will be described and interpreted. 
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Figure 10: Histograms of parameter values from MCMC sampling for the Bass curve energy 

function. The histograms include the 90 % of samples with the lowest energy (equation 15). The x-

axis denotes the parameter value and the y-axis denotes the number of sample runs. 
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Table 3: Correlation coefficients of the Bass validated integrated markets model based on 416 

samples.10 The measures social clustering coefficient (SCC) and social clustering length (SCL) are 

described in section 4.5. 

 ν NCons γ NNbs PClus SNW PSat SATmin UNCmax SCC SCL 

ν 1.00           
Ncons **-0.74 1.00          
γ 0.11 -0.06 1.00         
NNbs -0.09 0.03 -0.37 1.00        
Pclus 0.43 *-0.56 -0.28 0.40 1.00       
SNW -0.37 *0.52 -0.11 -0.39 -0.28 1.00      
PSat **-0.76 0.49 0.01 0.21 -0.35 0.19 1.00     
SATmin **-0.75 0.49 -0.38 -0.21 -0.29 *0.52 *0.57 1.00    
UNCmax 0.33 0.18 0.11 -0.37 -0.03 0.44 -0.44 -0.19 1.00   
SCC -0.29 0.14 0.14 0.36 *-0.51 -0.33 0.31 -0.15 -0.46 1.00  
SCL -0.22 0.37 0.31 **-0.83 **-0.65 0.46 -0.14 0.27 0.37 -0.06 1.00 
 

regression coefficients are significant at the *5 % level or at the **1 % level. 

 

4.4.2.1 Firm Learning 

The firms’  learning behavior is dependent on the firm learning rate (ν) and the discount 

factor (γ). In order to get good learning, ν should be rather low. If the discount factor γ is 

low the firm focuses on near-term, if it is high it will focus on a long-term time horizon. 

For the Bass model an intermediate value of 0.04 for ν seems to be most appropriate (the 

initial value was set to 0.001, see figure 10). γ is initialized with a value of 0.83 and has it’s 

peak around the rather low value of 0.06. Relationships between the firm learning and 

other parameters are interpreted as follows: 

•  Market complexity: The firm learning rate is negatively correlated with the number of 

consumers (NCONS) with a significant correlation coefficient of -0.74 (p=0.0015, see 

table 3), which indicates the necessity of better learning in a bigger and therefore more 

complex market environment (see figure 11, left picture). 

                                                 
10 Significance was measured in the following way: first, the sequence of parameter values was subsampled 

such that autocorrelations were insignificant at the one percent confidence interval. Given this independent 

sample, the correlations between parameters could be measured with effective significance levels. 
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•  Product price: A significant negative correlation of -0.76 (p=0.001) exists between ν 

and the price weight (PSAT). Since the firms can change their product’s price or its 

features this means that the importance of the product price for consumers increases if 

firms are able to engage in more intelligent actions, for example by making necessary 

price adaptations (figure 11, right picture). 

•  Consumer satisfaction and adaptation: Another finding is that the overall consumer 

satisfaction and uncertainty seems to decrease with the learning rate ν. This is reflected 

by a negative correlation coefficient of -0.75 (p=0.0013) between ν and the threshold 

for minimum consumer satisfaction (SATMIN) and the positive trend (cc=0.33, but not 

significant with p=0.23) between ν and the threshold for maximum consumer 

uncertainty (UNCMAX). Hence if the firms exhibit better learning (ν gets smaller) the 

consumers tend to be rather unsatisfied since the threshold for minimum satisfaction 

increased. They also get rather certain since the threshold value for uncertainty 

(UNCMAX) increases. As an implication the consumer agents have a high probability to 

exhibit deliberative behavior, where they simply choose the maximum satisfying 

product (section 4.2.3). Thus they can react more sensitively to the firms’ product price 

adaptations, a stylized fact that is strongly supported by the notion of network 

externalities (see section 4.3.2). Hence, intelligent firm agents seem to lead to better 

adapted consumer agents in a Bass curve reproducing market scenario. 

 

So far a good model for Bass curves seems to involve firms which are rather good learners, 

operating in a market environment of stable complexity and small world network 

properties (see also parameter PCLUS in the next section). 
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Figure 11: Negative correlation between firm learning rate (ν) and number of consumers (NCONS) 

and negative correlation between ν and price weight (PSAT). The plot shows the density11 of 

samples for the different parameter values and includes the 90 % of samples with the lowest energy 

(equation 15). 

 

4.4.2.2 Social Network Structure 

The social network properties are described by the model parameters number of consumers 

(NCONS), average number of neighbors (NNBS), and proportion of clustering (PCLUS). 

NCONS and NNBS account for the dimension of the consumer market while PCLUS 

accounts for the complexity of the social network structure. As mentioned in section 4.2.2 

a value of zero represents a completely regular graph with low complexity, while a value 

of one indicates a completely randomly connected topology. For values between these 

extremes, the consumers’ social structure exhibits small-world properties (the exact 

properties of real-life social networks are described in section 4.5). 

A “good” social network for Bass curves seems to be one with a moderate number 

of consumers (peak at 70), with each of them having around 16 neighbors on average 

(figure 10). Social network related parameters are interpreted as follows: 

                                                 
11 The density plots were generated using the kernel density estimator for Matlab provided by C.C. Beardah 

at http://science.ntu.ac.uk/msor/ccb/densest.html (Beardah and Baxter, 1996). 
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•  Small-world principles: The clustering rate PCLUS (see section 4.2.2) had two major 

peaks, a smaller one at zero and one at a value which lies around 0.3. While the first 

represents a network with a regular topology the latter is a strong indicator for the 

preference of a social network based on small-world principles. But there is more 

evidence on the importance of small-world properties for the occurrence of Bass 

curves. From the first half of samples only 1.2 % exhibit a proportion of clustering 

bigger than 0.5. This is in contrast to the second half of samples where already 27.5 % 

show a PCLUS ≥ 0.5. Additionally it is found that all samples with a PCLUS between 0 

and 0.1 had an average Bass energy correlation coefficient (equation 14) of 0.699 

(equals 49 % of explained variance). Samples with a PCLUS between 0.6 and 0.7 

exhibited an average Bass correlation coefficient of 0.823 (equals 68 % of explained 

variance). 

•  Balanced network structure: A balanced social structure seems to be necessary for the 

Bass curve stylized fact. This is substantiated by a negative correlation of -0.56 

(p=0.028, table 3) between number of consumers and proportion of clustering in the 

consumer market. Since the proportion of clustering accounts for the complexity of the 

social network structure an increased number of consumers (increased dimension and 

complexity) interestingly leads to the preference of a lower proportion of clustering by 

the MCMC sampler. 

 

Hence the consumer market seems more likely to reproduce Bass curves if the social 

network has balanced complexity and is structured like a small-world network. 

 

4.4.2.3 Consumers’ Cognitive States 

In the integrated markets model the consumers’ cognitive behavior and decisions are 

triggered by the parameter weight for social needs (SNW), individual needs (1-SNW), and 

product price (PSAT). Thresholds for minimum satisfaction (SATMIN) and maximum 

uncertainty (UNCMAX) regulate the actions consumers will most likely commit to (see 

section 4.2.3). Consumer agents’ cognitive parameters are interpreted as follows: 
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•  Network externalities: The simulation results support the hypothesis of positive direct 

network externalities as an underlying mechanism for Bass curves (section 4.3.2). First 

as mentioned in section 4.4.2.1 consumer agents’ sensitivity to price increases with 

more intelligent firm actions (price adaptations). In addition, the level of minimum 

satisfaction increases with the weight of price (cc=0.57, p=0.028, see table 3). Hence if 

the price gets more weight the consumers tend to be rather unsatisfied since the 

threshold for minimum satisfaction increases. This is another indication for positive 

network externalities since consumers seem to become more satisfied with a lower 

price (weight). Furthermore the top 30 % of samples (sorted by reproduction quality of 

Bass curves ρmax, see equation 14) exhibit a mean correlation coefficient ρmax of 0.75 

and a mean consumer satisfaction proportion of 97 % (measured by the proportion of 

appearance of the consumer behaviors “imitation” and “repetition”, see also section 

4.2.3). In contrast the first 70 % of samples with a mean Bass reproduction correlation 

coefficient ρmax of 0.67 show only 91 % consumers engaged in “satisfying” behavior. 

Hence there is a positive trend for increasing consumer satisfaction with quality of 

Bass curve reproduction. This can be explained by positive network externalities. 

•  Price vs. social needs: For the reproduction of standard Bass curves the best weighting 

factor for the social market share parameter (SNW) lies slightly above the initial value 

of one half (with a concentration around 0.6), while the price weight (PSAT) has its 

peak at a value of 0.8. This implies a normalized proportion for social needs of 0.33, 

individual needs of 0.22, and price of 0.44 (see equation 9). Thus for the satisfaction 

function of an individual agent the social market share slightly outweighed the 

individual needs, while the price seemed to be the most dominant factor. Although the 

latter finding is strongly supported by neoclassical economic theory which states that 

supply and demand both are functions of price, Bass curves seem to need some 

additional cognitive and social parameters to occur. 

•  Consumer satisfaction and uncertainty: The minimum satisfaction threshold (SATMIN) 

has a relatively high peak with the highest concentration around 0.7. This could mean 

that consumer agents in general are experiencing a very high level of satisfaction or 

they are rather committing themselves to a social comparison or deliberation decision 

style since the probability to be unsatisfied is rather high (section 4.2.3). The 

uncertainty threshold has its highest concentration at a rather low value (0.16), which 
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indicates that consumer agents experience a rather low level of uncertainty in general, 

or agents mostly engage in repetition or deliberative behavior. In order to distinguish 

between these possibilities the consumer agents conducted actions will now be 

analyzed. 

•  Consumer decisions: The Bass Model summarizes in a simple mathematical form the 

key finding from over 4,000 diffusion studies: most people wait until they have 

witnessed peers having favorable experiences with the technology or service before 

they adopt. Hence most people imitate rather than innovate. Analysis of the simulated 

consumer decisions reveals that the actual dominant consumer behavior is repetition 

with a proportion of 89.03 %, followed by deliberation (10.13 %), imitation (0.61 %) 

and social comparison (0.24 %) for the top 30 % of samples of the MCMC sampler 

(figure 12). Thus repetition behavior seems to be the most important mechanism for the 

emergence of Bass curves in the consumer market model. Since the consumer market 

of the integrated markets model is based on repeated purchases (every consumer 

purchases once at a simulation time step) the development of standard Bass curves over 

time heavily relies on consumer’s repetition behavior. Hence the model shows behavior 

consistent with the Bass diffusion theory (section 4.3.2). Furthermore, repetition can be 

viewed as a type of imitation behavior since the consumer agent imitates its own last 

decision. For commitment of repetition behavior consumer agents must experience 

satisfaction and certainty (low levels of uncertainty). For deliberation behavior they 

need to be certain and unsatisfied. Despite the high threshold for minimum satisfaction 

the consumer market environment consists of rather certain agents, who are switching 

between repetition (when they are satisfied) and deliberation behavior (when they are 

unsatisfied). 

 

Our results show that the emergence of Bass curves in consumer markets can be explained 

by the underlying consumer agents’ repetition and imitation behavior which leads to 

increasing demand, and deliberation behavior which refers to positive network externalities 

and leads to increased price sensitivity. 
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Figure 12: Consumer behavior separated into proportions of imitation, repetition, social 

comparison and deliberation behavior (upper diagram). The development of thresholds for 

minimum satisfaction (middle diagram) and maximum uncertainty (lower diagram) shows rather 

high levels for satisfaction and low levels for uncertainty as indicated by the mean of the values 

(the straight line). The plot includes the 30 % of samples with the lowest energy (equation 15). 
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4.5 Comparison to Real-Life Social Networks 

In the previous section a small-world network topology was not explicitly imposed, but 

occurred because it led to the generation of Bass curves. Additional model runs were 

implemented, in which the simulation is forced to generate consumer markets with small-

world structures related to a real-life social network. This new model is denoted as the 

“optimized” model. The “optimized” model should exhibit a more life-like social network 

structure in the consumer market. From the comparison of the “normal” Bass validated 

model as already described in sections 4.3 and 4.4 and the “optimized” model it is 

expected to gain supplementary insights into the role of the small-world properties for the 

consumer markets. 

 

4.5.1 Social Clustering Coefficient and Characteristic Path Length 

First, two additional estimators are introduced to better characterize the social network 

structure. One is the characteristic path length (SCL) and the other is the clustering 

coefficient (SCC, see Watts and Strogatz, 1998).  

The characteristic path length measures the typical separation between two agents 

in the network (a global property) and is defined as the number of connections needed for 

the shortest path between two agents, averaged over all pairs of agents in the consumer 

market. To find the shortest path between two agents the Floyd-Warshall algorithm was 

applied (see, for example, Cormen et al., 2001). 

The clustering coefficient measures the cliquishness of a typical neighborhood (a 

local property) and is the fraction of existing connections compared to all possible 

connections within an agent’s neighborhood, again averaged over all consumer agents. 

Suppose that the consumer agent c has NNc number of neighbors and NCc actual 

connections between them. Then its clustering coefficient SCCc is defined as follows 

(equation 16): 
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The characteristic path length (SCL) and the clustering coefficient (SCC) are both a 

function of the amount of randomness or complexity of the network structure (expressed 

by the parameter proportion of clustering PCLUS). Watts and Strogatz (1998) find that 

path length and clustering depend differently on the amount of randomness in the network. 

SCL decreases quickly, while SCC drops rather slowly with an increase in PCLUS. This 

can also be seen in table 3, where SCL and PCLUS exhibit a correlation coefficient of -0.65 

(p=0.0091), while SCC and PCLUS show a correlation coefficient of -0.51 (p=0.053). This 

leads to a small-world network with a high amount of clustering and a rather short 

characteristic path length. From a social systems perspective this means that it only takes a 

small number of well-connected people to make a world small (Collins and Chow, 1998). 

Watts and Strogatz (1998) give an empirical example regarding these estimators. 

They analyze the characteristics of the social network of actors via the Internet Movie 

Database which includes approximately 90 % of the professional actors. Watts and 

Strogatz define that two actors are connected if they played in the same movie. Their 

results include 225 actors (vertices of the graph, see figure 6) with on average 61 

connected actors (edges of the graph). For comparison they provide information of a 

randomly connected network with the same number of vertices and average number of 

edges (table 4). 

Table 4: Social network properties of movie actors (from Watts and Strogatz, 1998). 

Social Network Characteristic Path Length (SCL) Clustering Coefficient (SCC) 

Film actors 3.65 0.79 

Random 2.99 0.00027 

 

4.5.2 The Optimized Model 

To be able to compare the model results to a model with a more life-like social network 

structure the “optimized” model is defined. 

New model runs were executed, where the parameter proportion of clustering 

(PCLUS) is excluded from being modified by the MCMC sampler. Hence the only social 
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network related parameters to be manipulated by the sampler were the number of 

consumers (NCONS) and the average number of neighbors (NNBS). Each time the MCMC 

sampler changed one of these two parameters, an additionally nonlinear optimizing 

algorithm was run (based on golden section search and parabolic interpolation, see, for 

example, Forsythe et al., 1976; Hagan et al., 1996) to find an optimal value for PCLUS for 

the current sample. This means that with a given NCONS and NNBS the optimizer was 

meant to manipulate the parameter PCLUS until it got as close as possible to the values for 

SCL and SCC shown in table 4. With this obtained “optimal” value for PCLUS it was 

possible to set up the new consumer market for the current sample. The value for PCLUS 

was retained for the following samples until the MCMC sampler again changed one of the 

two parameters NCONS or NNBS. 

Hence the “optimized” model should explicitly exhibit small-world parameters 

similar to those shown in table 4. 

 

4.5.3 Model Comparison 

An overview of the differences between the optimized and the “normal” model is shown in 

table 5. Each of the values is discussed below: 

•  Values of the Bass correlation coefficient (ρmax, see equation 14): Despite the fact that 

the means of both models look very similar in absolute values they are significantly 

different at the 5% significance level (p=0.0218) due to the low standard deviation. 

Interestingly there is a trend for the optimized model to have lower standard deviation. 

This is an indicator for the improved performance of a more life-like social network in 

showing the stylized fact Bass curves. Given more time and model runs the “normal” 

MCMC sampler would also find the superior solutions of the “optimized” model, 

which were found by the use of prior knowledge of social network structure. 

•  Characteristic path length (SCL): The “optimized” MCMC sampler with the Bass 

energy function seems to prefer social networks with a very stable path length of 

around 1.74. Since SCL measures a global property, the typical separation between two 

agents in the network, it also depends on the parameters NCONS and NNBS (section 

4.5.1). Thus 1.74 was the closest value the optimizer could find under these given 
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conditions. Interestingly, these values are close to the “normal” Bass validated model 

which was not forced to generate small-world network properties. This substantiates 

the fact that the MCMC sampler in the “normal” model already preferred more realistic 

social networks in order to increase the probability of the occurrence of Bass curves. 

Figure 13 (upper picture) shows the rather stable development of both parameters over 

time for the last 50 % of samples. 

•  Clustering coefficient or cliquishness (SCC): The mean values for SCC of both models 

are rather close again. Although the optimized model seems to develop its slightly but 

significantly higher average clustering coefficient (0.595) via a network structure using 

a higher average number of neighbors (~23) together with a lower proportion of 

clustering (0.10). The “normal” model seems to reach its neighborhood cliquishness 

via a higher proportion of clustering (0.26) but with a lower number of neighbors 

(~17). Since PCLUS and SCC are negatively correlated (cc=-0.51, p=0.053, see table 

3) this is a consistent result. Figure 13 (lower picture) shows the development of the 

parameters over time. Although the mean values of both models are not that far off, the 

optimized model has a natural drift in the clustering coefficients towards its 

predetermined ideal value of 0.79 (from table 4, see figure 14 and 15). 

•  The social network properties are described by the number of consumers (NCONS), the 

average number of neighbors (NNBS), and the proportion of clustering (PCLUS). 

Interestingly both models are very close in their characteristic path length (SCL) and in 

their clustering coefficient or cliquishness (SCC). But they seem to develop these 

properties in different ways. The optimized model develops a bigger market with more 

consumers and also more neighbors but exhibiting a lower PCLUS on average. The 

non-optimized model derives its properties of SCL and SCC by a higher PCLUS and 

lower number of consumers with a smaller neighborhood on average. This suggests 

that SCC and SCL may be a better measure for the description of social network 

structure than PCLUS alone and substantiates their usefulness. Given enough time and 

model runs the MCMC sampler would find all of these equivalent parametrizations. 

 

Our results again support the importance of small-world network properties in consumer 

markets for the appearance of Bass curves. Interestingly this real-life observed topology 

emerges without being imposed explicitly in the “normal” Bass validated model. 
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Table 5: Comparison of the mean parameter values for the “normal” and “optimal” model 

including all samples (1000 per model). The values are shown with their 95 % confidence 

interval.12 

Model comparison Mean Meanopt Std.Dev. Std.Dev.opt 

ρmax (equation 14)*  0.744±0.014 0.747±0.011 0.2198 0.1824 

Characteristic Path Length (SCL)**  1.811±0.007  1.74 ±0.03 0.0752 0.3298 

Clustering Coefficient (SCC)**  0.411±0.009 0.595±0.009 0.1288 0.1371 

Number of Consumers (NCONS)**  73.28 ±0.87 89.24 ±0.76 14.08 12.26 

Number of Neighbors (NNBS)**  16.47 ±0.37 22.72 ±0.76 5.91 12.28 

Proportion of Clustering (PCLUS)**  0.261±0.011 0.104±0.007 0.1837 0.112 

 

Mean differences are significant at the *5 % level or at the **1 % level. 
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Figure 13: Development of the characteristic path length (SCL) and the social clustering coefficient 

(SCC) over time. The straight line represents the non-optimized model, the dotted line the 

optimized model values. The plot includes the last 50 % of samples of both models. 

 

                                                 
12 The mean comparison is based on the nonparametric Wilcoxon ranksum test for independent samples. 
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Figure 14: Comparison of the distribution of the characteristic path length (SCL, left) and the social 

clustering coefficient (SCC, right). The bars in the background represent the non-optimized model, 

the bars in the front the optimized model values. The plot includes the last 50 % of samples of both 

models. 

 

 

Figure 15: Comparison of the density plots of the characteristic path length (SCL) and the social 

clustering coefficient (SCC). The plot includes the last 50 % of samples of both models. 
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4.6 Market Share Forecasting 

Our results so far have revealed the large impact of small-world network properties on the 

occurrence of Bass curves in the consumer markets (sections 4.4 and 4.5). 

Because of this strong evidence multiple linear regressions are run to test the 

hypothesis that the model parameters can be used as predictors for future market share 

data. For more detailed comparisons the market share sample data is split into two and four 

parts. The model parameters were treated as predictors for the emerging future market 

share potential. In practice, these parameters could be derived, for example, from 

investigation of the target market’s social network topology. Table 6 shows the significant 

regression coefficients (model parameters) and the goodness of fit of the multiple 

regression (adjusted R2) which gives the best measure of the proportion of variance 

explained by the predictor variables. Table 6 also shows the regression coefficients of the 

parameters vs. the average of the whole, the average of the halves, and the average of the 

quarters of the market share time series. The regression results indicate that the parameters 

proportion of clustering (PCLUS, section 4.2.2), weight for social needs (SNW, equation 

9), and the maximum uncertainty threshold (UNCMAX, section 4.2.3) were able to explain a 

significant part of the whole, the 1st half, and especially the 1st quarter of the market share. 

While it should be very easy for marketing practitioners to measure the complexity of the 

target consumer market’s structural complexity (PCLUS), this might be rather difficult for 

social needs (SNW) and the uncertainty threshold (UNCMAX). The latter could be discovered 

by, for example, surveys of consumer needs and consumer satisfaction. 

Furthermore, multiple regressions are run where 80 % of the model parameters and 

market share time series data were used as training set and 20 % as a test set. While table 6 

shows the overall results and could be used as forecasting tool applicable to real market 

share data, table 7 gives the results of the predictions from estimated regression 

coefficients of the training set to the market share of the test set (out of sample forecast). 

Table 7 shows the regression coefficients and the goodness of fit of the regression 

(adjusted R2) of the training set. σres gives the standard deviation of the residuals from 

prediction of the test set data and S.E. the standard error of the residuals (only the 

significant coefficients were used for market share forecasting). 
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The multiple regression results again support the relevant role of the complexity 

parameter (PCLUS). In addition it is shown that the weight of social network for the 

consumer agents’ satisfaction (SNW), the maximum uncertainty threshold (UNCMAX), and 

the social clustering coefficient (SCC) seem to be consistent and substantial predictors for 

the emerging market share of the integrated markets model. 

Table 6: Multiple linear regression of the integrated markets model parameters against different 

proportions of average market share. Bold values indicate significant regression coefficients. 

 Total average 
Market Share 

1st half 2nd half 1st quarter 2nd quarter 3rd quarter 4th quarter 

Adj. R2 0.11 0.10 0.12 0.14 0.08 0.13 0.10 
        
ν 0.62 0.51 0.73 0.31 0.72 0.63 0.83 

Ncons 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
γ -0.23 -0.22 -0.24 -0.35 -0.10 -0.13 -0.34 

NN 0.00 0.00 0.00 -0.01 0.00 0.01 0.00 
Pclus +0.43 *0.57 0.29 *0.70 0.44 0.35 0.22 
SNW **0.82 **0.88 **0.77 **0.95 **0.80 **0.76 **0.78 
Psat 0.01 0.02 -0.01 0.04 0.00 0.00 -0.01 

SATmin -0.10 -0.17 -0.03 *-0.29 -0.05 -0.01 -0.05 
UNCmax **-0.63 **-0.53 **-0.73 *-0.38 **-0.68 **-0.74 **-0.71 

SCC 0.47 0.61 0.34 0.72 0.49 0.37 0.31 
SCL 0.15 0.09 0.21 -0.06 0.24 0.31 0.12 

 

regression coefficients significant at the +10 % level, *5 % level, ** 1 % level 

Table 7: Multiple linear regression of the significant integrated markets model parameters against 

different proportions of average market share. Bold values indicate significant regression 

coefficients. 

 Total average 
Market Share 

1st half 2nd half 1st quarter 2nd quarter 3rd quarter 4th quarter 

S.E. 0.12 0.12 0.12 0.12 0.13 0.12 0.10 
σres 0.24 0.26 0.24 0.31 0.26 0.24 0.25 

        
Adj. R2 0.07 0.06 0.11 0.10 0.06 0.12 0.08 
Pclus **0.69 **0.80 *0.58 *0.86 *0.75 **0.66 +0.49 
SNW **0.76 **0.80 **0.73 **0.81 **0.80 **0.72 **0.75 

UNCmax **-0.44 +-0.32 **-0.57 -0.11 **-0.54 **-0.59 **-0.55 
SCC +0.97 +1.15 +0.79 +1.20 +1.09 +0.83 0.75 

 

regression coefficients significant at the +10 % level, *5 % level, ** 1 % level 
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4.7 Discussion 

“ Why is network anatomy so important to characterize? Because structure always 

affects function. For instance, the topology of social networks affects the 

spread of information and disease, and the topology of the power grid 

affects the robustness and stability of power transmission.” 

Strogatz (2001) 

The simulations in this chapter explore the impact of a cognitive and socially bounded 

agent based consumer model on the integrated markets model recently introduced by 

Sallans et al. (2003). First, a new consumer agent model is presented (sections 4.1 and 4.2). 

The model is embedded in a social structure based on “small-world network” principles 

(Milgram, 1967; Watts and Strogatz, 1998). Furthermore, the agents follow a rather simple 

cognitive decision structure, but one which is able to account for valid behavioral 

dynamics such as habits, imitation and social comparison processes (Janssen and Jager, 

2000). In the second part of the chapter the underlying mechanisms of Bass curves are 

explored by validation of the model generated consumer markets data against empirically 

estimated time series. Therefore a recently presented Markov chain Monte Carlo (MCMC) 

method is used (see sections 4.3 and 4.4). The model produces consistent results as 

suggested by economic theory of network externalities. The results show that the 

emergence of Bass curves in consumer markets can be explained by the underlying 

consumer behavior: repetition and imitation behavior, which leads to increasing demand, 

and deliberation behavior, which refers to positive network externalities and leads to 

increased price sensitivity (section 4.4.2.3). Furthermore, a good model for Bass curves 

seems to involve firm agents which are good learners, operating in a market environment 

of stable complexity and small world network properties (sections 4.4.2.1 and 4.4.2.2). 

The most striking fact that is documented is the importance of small-world network 

properties for the occurrence and prediction of the Bass curves in consumer markets. 

Interestingly, this real-life observed topology emerges in the integrated markets model by 

selection of the MCMC sampler without being imposed explicitly (section 4.5). This has 

implications for marketing practitioners. The results strongly suggest that it is useful to 
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consider the structural properties of the target market, like cliquishness of the consumers’ 

neighborhood or complexity of the market’s social structure, and consumers’ cognitive 

parameters, like their (social) needs and consumer satisfaction, to improve the quality of 

sales forecasts. These results may even have more general applications than just in 

combination with the Bass model. Further (empirical) research seems to be fruitful and 

necessary regarding the small-world properties in conjunction with marketing forecasts. A 

line of research could focus on the grouping of the markets by their social properties and 

relate these, for example, to innovation and imitation effects (the p and q parameters) of 

the Bass diffusion model. One could then analyze the impact of the structural properties on 

future market share development. 
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5 Synopsis 

“Stock markets are psychology.” 
André Costolani 

Modern financial economic theory is based on the assumption that the “representative 

agent” in the economy is rational in two ways: The representative agent makes decisions 

according to the axioms of expected utility theory and makes unbiased forecasts about the 

future. An extreme version of this theory assumes that every agent behaves in accordance 

with these assumptions. The argument that asset prices are set by rational investors is part 

of the grand oral tradition in economics and is often attributed to Milton Friedman, one of 

the greatest economists of the century. But the argument has fundamental problems. First, 

even if asset prices were set only by rational investors in the aggregate, knowing what 

individual investors are doing might still be of interest. Secondly, although the argument is 

intuitively appealing and reassuring, even when the relationship between two prices is easy 

to calculate and fixed by charter, prices can diverge and arbitrageurs are limited in their 

ability to restore the prices to parity (see section 2.1 on limits to arbitrage; Thaler, 1999b). 

In recent years a body of evidence on security returns has presented a sharp 

challenge to the traditional view that securities are rationally priced to reflect all publicly 

available information. Furthermore, over the last decades, prominent researchers in both 

economics and psychology have criticized the view of neoclassical economics as 

psychologically unrealistic and proposed alternative assumptions. The underlying idea of 

this research is far too compelling to consider it temporary: the more realistic the 

assumptions about economic actors, the better the economics. Thus economists should aim 

to make assumptions about humans as psychologically realistic as possible. 

Behavioral finance argues that empirical financial phenomena, like market 

anomalies, can plausibly be understood using models in which agents are not fully rational. 

In particular, behavioral finance has two main building blocks: limits to arbitrage and 

cognitive psychology or psychology of decision making. Limits to arbitrage refers to the 

effectiveness of arbitrage forces under different conditions. Cognitive biases refers to the 
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huge psychological evidence documenting that people make systematic errors in the way 

they come to decisions under the condition of uncertainty. For example, they can be 

overconfident, they may put too much weight on recent experience, etc. 

Perhaps the most important contribution of behavioral finance on the theory side is 

the careful investigation of the role of markets in aggregating a variety of behaviors. In 

particular, the publications show that in an economy which includes interacting rational 

and irrational traders, irrationality can have substantial and long-liv ing impact on prices. 

One reason is that there are some psychological biases which virtually no one can escape. 

A second reason is that when traders are risk averse, prices reflect a weighted average of 

beliefs. Just as rational investors trade to arbitrage away mispricing, irrational investors 

trade to arbitrage away rational pricing. The presumption that rational beliefs will be 

victorious is based on the premise that wealth must flow from foolish to wise investors. But 

if investors are foolishly aggressive in their trading, they may earn higher rewards for 

bearing more risk (see, for example, DeLong et al., 1990b and 1991) or for exploiting 

information signals more aggressively (Hirshleifer and Luo, 2001). Thus irrational traders 

may gain from intimidating competing informed traders (Kyle and Wang, 1997). Indeed, 

one would expect wealth to flow from smart to dumb traders exactly when mispricing 

becomes more severe (Shleifer and Vishny, 1997; Xiong, 2000), which could contribute to 

self-feeding bubbles. 

The thesis is organized as follows. In the first part of the thesis seminal theoretical 

and experimental work on behavioral finance and market anomalies is reviewed. 

Furthermore the underlying psychological mechanisms and empirical evidence of robust 

and systematic effects observed in experiments and over a wide area of financial markets 

data are emphasized (chapter 2). 

In the second part of the thesis the novel methodology of agent-based 

computational economics is presented. This technique provides a framework to study an 

economic system in a controlled computational environment and is well suited for testing 

behavioral theories (see chapter 3). Moreover a significant feature of agent-based models is 

the ability to explicitly model “boundedly rational” agents (Simon, 1982). These agents 

have explicit limitations on their memory, knowledge or computational abilities. To 

simulate selected behavioral effects in an artificial economy an agent-based integrated 

markets model is developed (see chapter 4). The integrated markets model will serve as a 
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testbed, which allows the investigation of market dynamics under conditions, which are too 

complex to be addressed analytically. The underlying behavioral, cognitive and social 

mechanisms are explored. 

The integrated markets model’s environment consists of a financial market with 

trading agents and a consumer market with cognitive and socially bounded consumer 

agents is developed. The markets are coupled via learning production firm agents offering 

their products and shares for sale. The consumer agents are embedded in a social structure 

based on “small-world network” principles. The cognitive model of the consumer agents 

enables them to make their decisions according to the behavior of the adjacent social 

neighborhood and based on the degree of satisfaction and uncertainty they are facing. The 

potential and limitations of the consumer agent model are explored by applying a recently 

introduced Markov chain Monte Carlo method. Therefore certain empirical phenomena or 

“stylized facts” are selected for reproduction within the simulation and the conditions of 

their occurrence are analyzed. It is shown that the properties of the social network structure 

and the sensitivity of the agents’ cognitive decision making process (heuristics) contribute 

significantly or are, in fact, enabling the complex phenomena of Bass curves observed in 

consumer market scenarios. Furthermore, the results indicate that the structural properties 

of the emerged social networks are stable and match real-life social networks. Moreover it 

is shown that the network structure has a strong impact on the development of market 

share. Thus it is suggested to use the social network descriptive parameters, which could be 

discovered empirically, as predictive factors for market dynamic forecasts. 

Nevertheless, anomalies in “real” financial markets must be viewed with caution 

and scepticism, as spurious mispricings can surface for a variety of reasons, such as errors 

in defining normal return, data mining, survivorship bias, small sample bias, selection bias, 

nonsynchronous trading, and misestimation of risk. Although anomalies should disappear 

in a close to efficient market, they may persist because they are not well understood, 

arbitrage is too costly, the profit potential is insufficient, trading restrictions exist, and 

behavioral biases exist (see also chapter 2.1 on limits to arbitrage). Documented and valid 

anomalies may still be unprofitable because the evidence is based on averages and may 

therefore include a large fraction of losers. Furthermore, the conditions responsible for the 

anomaly may change, and trading by informed investors may cause the anomaly to 

disappear (Singal, 2004). 
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According to Thaler (1999b) behavioral finance is no longer as controversial as it 

was. As financial economists become accustomed to think about the role of human 

behavior in driving stock prices, people will look back at the articles published in the past 

15 years and wonder what the excitement was about. Moreover, Thaler predicts that in the 

not-too-distant future, the term “behavioral finance” will be correctly viewed as a 

redundant phrase. What other kind of finance is there? Economists will routinely 

incorporate as much “behavior” into their models as they observe in the real world. After 

all, to do otherwise would be irrational. 
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